
Methods Using Neural Networks and 
Box-Jenkins Model 

A b s t r a c t  The  performance of the Box-Jenkins methods is cornpared with ttiat 
of t h r  ncural r~rttvorks i r i  forecasting tirnr scrirs. Five tirnp series of different 
cornplexiti~s are built using back propagation ncul-a1 rjrtworks were comparrd 
with t h r  standard Box-.lrnkins mo(1rl. I t  is f m n d  that fbr t imr srrles with 
spasonal patt,ern, both methods produccd rmnparahlr results. However. for 
sprirs with irrrgular pattern. the Rox-Jenkins outperhrrncd f h ?  neural networks 
modcl. Rrsn1t.s also show that neural networks are robust, providr good long- 
term fnrrcastlng, and represent a promising alt,rrnative rnebhod for forecasting. 
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A b s t r d  i<;t,jim ini nwnbincangkan kcupa.yaan pengkacdahan Box-Jenkins 
hila dibandingkan dcngan kacdah Rangh ian  ;Veural dalarn peramalan siri m:lsa. 
Lima sir; mitsa pang komplrks dibangunkan mcnggi~nakan kaedah rambatan ba- 
lik Rnngkainn Neural dnri dibandingknn dcngan model Box-Jenkins yang pia~vai. 
Analisis kajian nrrnunjukkari bahawa bag; data siri rnasa bermusim, kedua-dua 
kaednh mengha~ilkan keputusan .van# setanding. II.:alau fx~gairnann pun, un- 
tuk sir; masa vang berbentuk tidak mmrn tu ,  kardah Rox-.Jenkins rnenghasilhn 
keputusan pang kurang hnik berb;~nding Hangkaian :Veural. H a d  ini juga rnc- 
nunjukkan ba11arr.a Rnngkainn Neural adaliih tcguh, rncnghnsi1k.n peramalnn 
pang baik unluk jnngka parrjang, d m  holch mrnjadi kaedah allernatif unluk 
pcramalon. 

Katakunci Rnngkxan ~Yeurnl. Ranhatan Balik, Prramalnn. Trguh 
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1 Introduction 

Time series forecasting is highly utilised in predicting economic and business trends. Many 
forecasting methods have been developed in the last few decades. The Box-Jenkins method 
is one of the most widely used time series forecasting methods in practice [l]. It is also 
one of the most popular models in traditional time series forecasting and is often used as a 
benchmark model for comparison with neural networks (Holger and Graeme [2], Tang and 
Fishwick 141, and Zhang, Patuwo and Hu [7]). 

Recently, artificial neural networks (NN) that serve, as a powerful computational frame- 
work, have gained much popularity in business applications. Neural networks have been 
successfully applied to loan evaluation, signature recognition, time series forecasting, classi- 
fication analysis and many other difficult pattern recognition problems (Tang and Fishwick 
(31). However, the use of neural networks is rapidly increasing, and in recent years they 
have been successfully used in prediction in economic, business and hydrology. 

Concerning the application of neural networks to time series forecasting, there have 
been many reviews. Sharda and Patil [3] conducted a comparison between neural networks 
model and the Box-Jenkins method. They concluded that the simple neural networks could 
forecast about as well as the Box-Jenkins system. Tang and Fishwick [4] reported that for 
time series with long memory, the Box-Jenkins and the neural networks methods produced 
comparable results. However for series without memory, the neural networks outperformed 
the Box-Jenkins model. 

In this paper, a comparative study is camed out to investigate the forecasting capability 
of neural networks and Box-Jenkins model, which are among those forecasting models most 
successfully, applied in practice. 

2 The Box-Jenkins Method 

The Box-Jenkins method is one of the most popular time series forecasting methods in busi- 
ness and economics. The method uses asystematic procedure to select an appropriate model 
from a rich family of models, namely, Integrated Autoregressive Moving Average (ARIMA) 
models. A general ARIMA model has the following form (Bowerman and O'Connell [I]) 

where Q(B) and B(B) are autoregressive and moving average operators respectively; B 
is the back shift operator; ct is random error with normal distribution N(0 ,  0'); a is a 
constant, and yt is the time series data, transformed if necessary. 

The Box-Jenkins method performs forecasting through the following process: 

1 Model identification: Historical data is used to tentatively identify an appropriate 
Box-Jenkins model 

2 Estimation: Estimate the parameters of the tentatively identified model 

3 Diagnostic checking: Various diagnostics are used to check the adequacy of the esti- 
mated model and if need be, alternative models may be considered. 

4 Forecasting: The best model chosen is used for forecasting 
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3 Artificial Neural Networks 
irtifcial Neural Net,works (ANN) are forms of computing inspired by the functioning of 

the brain and nervous system. T h e  structure and operation of AKNs have been discussed 
bv numerous authors (Ilolgrr and Graeme [Zj,  Toth, Barth and Montanari 151). 

Structure. The  processing elemer~ts (PE)  are u s ~ ~ a l l y  arranged in layers: an  input layer, 
an output layer, and one or more layers in between, called hidden layers (Figure 1). The 

between the PEs  are weighted. The  strength of each connection weight can be 
a zero weight represents the absence of a connection. 

Figure 1: Typical Artificial Neural Network 

Operation. The propagation of da ta  through the networks s tar ts  with the int,rodnction of 
an input stimulus a t  the input layer. The  data  then flow through, and are operated on by, 
the networks until a n  output st.irnulus is produced a t  t,he output layer. 

The architecture of a typical node is shown in Figure 2. Each P E  receives the weighted 
outputs (wj,zi) from 1% in the previous layer, which are summed and added t o  a threshold 
value (O,) t o  produce the r~orle input. The node Input of this process is given by 

The purpose of the threshold is t o  scale t,he input to a useful range. The  node input, 
(Ij) is then passed through a nonlinear transfer funrt,ion ( f ( I j ) ) ,  such as  hyperbolic tangent 
function (Figurr 2) to p r o d i m  the node output (yj), which is passed t,o the  weighted input 
paths of many 01 hrr  PI% 

Learning Lrarriing is the procrss in which the weights are adjusted in response to training 
data  provided a t  i.t~e input layer and depending on the learning rule, a t  the  output layer. 
During training. the output predict.ed t ~ y  the networks (yJ(t))  is compared with the actual 
output (d,(t)) and the mean squared error (14SE) between the two is calculated. The  error 
f~lnction at time 1 .  E ( t )  is given by 

The airn of the 1r;lining is to lind a set of weights tha t  will minimize t,he error function. 
Initially, the weights are assignrd as srnall. arbitrary values. The  weights are updated 
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Figure 2: Operation of a Typical Processing Element 

systematically using a learning rule during learning progress. There are several methods of 
finding the weight increment of which the gradient descent method is most common. 

4 Data 

The five time series are select,ed. The da ta  series are labeled and they are shown in figure 
1. The  monthly total International Airline P a w n g e m  for 1949-1960, monthly Hotel Room 
Average for 1973-1986 (Bowerman and O'Connell [ I ] )  ,and Water Demand in Utopia for 
1963-1982 da ta  show an increasing trend and seasonal pattern.  T h e  St,andard Malaysia 
Rubber 20 (SMR20) for 1972-1991 and Palm Oil Production in Malaysia lor 197R1991 also 
show seasonal patterns though not very clear. 

5 Forecasting Results 

The da ta  series are normalized in the range [-I, 11 before feeding into the neural networks. 
Forecasts from the neural networks output were transformed to the original da ta  scale before 
the mean error was computed. 

Although there has been some research on the design of optimal neural networks struc- 
ture, it isstill largely an art  t o  determine the number of hidden layers and number of units 
in each hidden layer. Neural networks structure is denoted as I x H x 0,  where I. H and 0 
represent number o l  input units, hidden units, and output units respectively. 

In this study, the number of hidden units equals the number of input units, which is 
set to be 12 corresponding t o  twelve months. The  number o l  output. units. also set t,o be 
12, corresponds t o  12 periods forecasting because the series da ta  had seasonal pattern with 
12 period seasonal. .4 back propagation neural networks, the most popular networks in 
business application (Tang and Fishwick [4]), is used in this study. A sigmoid hyperbolic 
tangent function is used as the activation function. The  generalized delta learning rule and 
the quadratic function were used The initial weights were randomly dist.ributed brtween 
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+u 1 arid -0 1 T h r  p ~ r f o r n ~ a r l c ~  of r a r h  nlodrl \was mcasured by computing the I-oot m ~ a n  
u,,l:i~-e error ( I<IISC) .  ' lhe  n ~ o d r l  which has the lowest KIISE was i h ~ n  used for fol-wast~ng. 

Of  the orlginal time serres, tile last 12 data scrips are savcd and they arc i~oi  usrd in 
u i n  r o e s .  It usps t o  compare with 12 step period forrcaste0 iraltrr. 

I30x-Jenkins model forecasting was carried out with ihp t imr series analysis package 
STA'I'GRAFIC', 

'Tl~r Torrcn<t~ng r r s ~ ~ l t s  are s~lrnn~arized i l l  'lbhlc 1 .  Note that all values rrpresent the 
squarr ~ r r m  Tor t l ~ r  12 prriod forecast. 

Table 1: hlcan Square Error(MSE) for 12 Period Forrcnsting L i n g  
Th? Neural Setworks and The. Box-Jenkins Model 

I n a t  a I 

- 

iI.XS2 ( 1.217 ( OY23 ( (1 74C1 1 O f l X X  1 ( I l f l f i  ( 0.037 ( 0 O : K  ( 0.701 ( 0.860 
1 :  B.1 for Box-.lmkins hloilel. 
2: N N  for Seurnl S*%airks \lodrl. 

1 
- ~~ 

'I'able 1 shows lha t  the performances of rmlral netvorks compared with Box-.Jerlklns 
model for mnltiplr-strp-peri~,d forecasting are diflerent for thr  all s e r i ~ s .  For SMR'20 and 
Palm Oil da ta ,  w t l l  for a 12-step-period thc nrwral rlct\vorks 1s betipr For anofhe]- da ta  
s r i e s ,  t h~ neural netwol-ks seem worse. A neural nrtwor-ks and Box-.Jmkins model are shown 
in figure 2 ,  where the last series valur is compared with 12 p ~ r i o d  ahead forrcast. Figurc 2 
shows clrarly that  when st,epwise forrc:%sting is used for 12-step-period forecast, the  neural 
nriworks models is a good perfol-mer cornpared to thr  Hox-Jrrlkins method in all series data  
except ShlR series data .  Thrs s u g g ~ s t s  that the rrwral nrtworks is a brtt,er choir? for long 
trrrn for~casting.  Examining the forrcasl errur rcsult . i~~g from thc Box-.Jenkins modpl and 
the rirliral networks, t.hr neural n~t,works prov;ries very nice f o r ~ c a s t s  for ;ill time series. 

.Airline 

6 Conclusion 

ShlK20 / \Vater Demand I Palm Oil IIotrl Room 

Ueural networks provide a promising alirrnat,ive epproach to time series fo r rca~ t ing  For 
time series wit,h trrnd and seasonal pattern, hol,h Rox-Jenkins model and neural networks 
model perform well. The Box-Jrvkins model can nicely forecast when thr  dat,a series have 
trend and st3awnal pattern. Tlrr nrural networks found nicely forccilst any series data .  
There are no s ~ ~ t c m a t . i r  procedurrs lor building neural n~ tworks  iorecast.irlg models The 
performance of neural networks r r d d  depends on many factol-s such as the net w e  of data  
se r i~s ,  the networks structurc. and thr training proredure. 

n.J1 I ?Is2 I nJ I NU I B ,  I ?I, I BJ I N S  I H.1 I XN 
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