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Abstract Embedded Diagonally Implicit Runge-Kutta methods of different
orders are used for the treatment of delay differential equations. The delay
argument is approximated using an appropriate Hermite Interpolation. The
numerical results based on these methods are compared and the Q-stability
region of the methods are presented.

1 Introduction

In the last two decades there has been a growing interest in the numerical treatment
of delay differential equations (DDEs). This is due to their versatility in the mathematical
modeling of processes in various application fields. DDEs generally provide the best and
sometimes the only realistic simulation of observed phenomena. Such work can be found in
Orbele and Pesch (1981), Baker and Paul (1992) and Zennaro (1988). First order DDE

can be written as

y'(t) = flty,yt—71) t>to
y(t) = (t) t<to (1)

if it has one delay term only, or

y/(t) = f(tvyay(t_Tl)v"'y(t_Tn)) t >t
yt) = ¢t) t<to (2)

if it has more than one delay term.

©(t) is the initial function, (¢, y(t)) is called the delay, is called the delay argument, the
value of y(t — 7(t,y(t)) is the solution of the delay term or commonly referred to as the



80 Fudziah Ismail, Raed Ali Al-Khasawneh, Aung San Lwin & Mohamed Suleiman

delay term only. If the delay is a constant then it is called constant delay, if it is function
of time ¢, then it is called time dependent delay, if it is a function of time ¢ and y(t) then
it is called the state dependent delay.

2 Numerical Treatment Of DDEs

Most numerical methods for solving ordinary differential equation of the form

y'(t) = f(ty®) ylto) =c 3)

can be adapted to solve DDEs. The range comprises of one step methods such as Runge-
Kutta method and Euler method, multistep and also block implicit method. When a g-stage
Singly Diagonally Implicit Runge-Kutta (SDIRK) method is used to solve (3) at the point
tn+1 , the following equations will be obtained:

kl = f(tn —|— Clh, yn + hallkl)
ka = f(tn + cah,yn + hasi ki + hasoks)
ki = f(tn+cih,yn + hzaijkj)
j=1
q
Yni1 = Yn+hY biki (i=1,....q)
i=1

Yn + h Z ai;k; is called the internal stage of the method.
j=1

When it is adapted to DDE(1) we have

ks

f(tn +cihyyn + hzaijkjay(tn +cih — 1))

Jj=1

q
Unt1i = Un+hY biki
=1

y(tn + cih — 1) is the delay term and interpolation is needed to approximate the value.
There are a number of techniques for obtaining the approximations which has been discussed
in Neves (1981), In’t Hout (1992) and Karoui (1992). In this paper Hermite interpolation
is used to approximate the delay term. The interpolation order and hence the number of
support points have to be adapted to the order of the method.

If p denotes the order of the Runge-Kutta method used, the interpolation order ¢ must be
greater or equal to p. Let i), denotes the number of support points for Hermite interpolation
then

2ip > p (4)
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In this paper fifth order embedded (SDIRK) method (4,5) in (5,6) (see Ismail and
Suleiman (1999)) and fourth order embedded SDIRK (3,4) in (4,6) due to Hairer and Wanner
(1991) were used to solve DDEs.

For the fifth order method three support points were used, so that equation (4) holds
and for the fourth order method we are also using three support points since if two support
points were used the order of the interpolations is less than the order of the method itself.

In the numerical treatment of delay differential equations two essential difficulties occur.
First is the evaluation of the delay term which has been discussed earlier and secondly
is the jump discontinuities of the solution in various derivatives, which usually are the
characteristic of DDEs.

When solving DDEs, one of the basic requirements is the storage of sufficient back
information so that the method can evaluate the delay term when it is required at some
point ¢ < t,. The amount of information to be stored at each time step depends on the
method for approximating the delay term, but the interval on which the information is to
be stored and the quantities to be stored on that interval should be flexible and adaptable
for each problem, depending on the nature of the delay term and accuracy required. If the
delay term falls at some point ¢t < tg, then the initial function must be used.

The delay argument may fall in the current step because it is smaller than the stepsize
or may even vanish, we call this type of delay a small delay or when the delay vanishes we
call it vanishing delay. These types of delays are handled by either restricting the stepsize
to be smaller than the delays or using extrapolation.

Discontinuities are handled by the error control mechanism or locating the discontinuity
points by solving associated nonlinear equations. In this paper the test equations used have
the analytical solution so we knew the discontinuity point hence make it a mesh point so
that the stepsize does not cross the discontinuity point.

The main concern here is DDE which has a single delay, both time dependent and state
dependent and of the large type.

3 Stability Of The Method

There are many concepts of stability of numerical methods when applied to DDE,
depending on the test equation as well as the delay term involved see Bellen et al., (1988),
Tian Hongjiang and Kuang Jiaoxun (1995) and Guang-Da Hu and Meguid, S. A. (1999).
One of the most commonly used test equation in the literature is,

Ay(t) +py(t —7), t=to
y(t) = o), t<to (5)

<
~
—
~+
~

Aand p € C, 7> 0 and ¢ is continuous.
If A =0, the following equation is obtained

Barwell (1975) introduced the following concept of stability.
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Definition: Given a numerical method for DDEs, the P-stability region of the method is
the set S, of pairs of («, 3), such that the numerical solution of (5) asymptotically vanishes
for steplengths h satisfying

h=—
m

Definition: If u € C, @Q-stability region of the method is the set Sg of 3, such that the
numerical solution of (6) asymptotically vanishes for steplengths h satisfying

, m is a positive integer.

T

h:

, m is a positive integer.

a=hAand 8 = hu.
When ¢-stage Runge-Kutta method is applied to DDE (5), using Hermite interpolation
for the delay term, the following equations are obtained.

By = ftntcihyn+h Y aikily + 3 He)yn-mir + H(e)hyy i)
j=1
- i)
Ynt1 = Ynth Z bikr(:Jrl (7)
=1

Where H and H are the coefficients of Hermite interpolation.
Define v = (1,...,1)T and for n > 1

k, = (&, .. k)"

b = (b1,ba....b)"
Hi(c) = Her),...,Hi(cg)
H(c) Hi(er), ..., Hi(ey)

For n > m (7) takes the form

kn—i—l = Mynu + h’Akn-‘rl) +p Z(Hl (©)Yn—m+1 + hHl(Q)ynferl + h’Hl(g)y;z—m—i-l) (8)

l=r

Yn+1 = Yn + hkanJrl (9)
Replacing y;, ., ;1 bY MYn—m+1 + tYn—2m+1, we will have

K,y = Ayu+hAAK, 00> Hi(QYnomar+ PN Y H(Q)Yn—mr+hi® > Hi(C)yn—2m 1

I=r l=r l=r

hence, we have

(- h)‘A)kn-f-l = Aynu + /LZ [(Hl (c) + hAH, (cc)Yn—m+1 + h,UH(Q)lyn72m+l]

l=r
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hk,1 = hAI —hAA) 'ypu+
hp(T = hRAA) ™S [(Hi(e) + hAH(©))Yn—mt1 + PHH (Q)1yn—2m11]  (10)
l=r
replacing the above equation into (9) and taking a = h\, 3 = hu and n = (I — hAA)~! we

have

Ynt1 = Yn + b nypu+ 6670 [(Hi(C) + hAHL(©))Yn—mt + AuH (Q)iyn—2mst] (1)

l=r

Rewriting
_{ Yn+1
Yn+1 - (hl_{n+1> )

equation (10) can be written as

10 (14 abTpu 0 BvTn > Hi(c) + AH;(c)) 0
<Q I) Y1 = < anu ) Yo < 5772Hl(l9) + Ofﬁz(lQ ) Q) Yromit

BTy Hi(c) 0
< 3205 Hi(c) Q) Y omy

1 is the identity matrix, replacing Y by (, the stability polynomial of the method is

1 Q) <n+1_ (1 + aanu Q) Cn_ (6bTT] Z Hl (Q) + Ajjfl (9)) Q) Cnferl

SW’B’C):d“[(Q I omu u 80> Hy(c) + aHi(c) 0
_ (62bT77 E}:{l(g) Q) <n72m+l]
@0y Hi(c) 0

Hence

S(e,B,0) = "= (1+abTqu)C" = BT Y (Hile) + AH(c))¢
l
3260y Hi(e)¢" 2t (12)
l

The above polynomial is called the P-stability polynomial of the method using Hermite
interpolation to approximate the delay term. If A = 0, hence o = 0, then we obtain

S(8,¢) = ¢ = ¢ = B0 Y (Hi(e)¢" = 87 0 Yy Hi(e) ¢ (13)
l

l

that is the @-stability polynomial of the method.
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By taking n—2m — 1 = 0, so that the lowest order of ( is zero and using three points for
the interpolations for both the methods we have three values of y and 3, that is six data
altogether so that the interpolations are at least of the same order as the method.

Hermite polynomial of least degree agreeing with y and ¢’ at tg, ..., ¢, is a polynomial
of degree at most 2n + 1 given by

Popyi(t) = ZHn,j(f)y(fj)+Zﬁn,j(f)y'(fj)

where

Hyj(t) = [1=2(t=t;)L ;(t)IL7 ;)

ng(t) = (=1L ()
and

L) = f_r% G#£1)

In this case, the coefficients of the 3-point Hermite interpolation are

Hio(c) = 0.25(4+ 3c)c*(c—1)?
Hy1(c) = (c+1)26(c—1)2
Hyo(c) = 0.25(4—3c)c*(c+1)?
Ho(c) = 0.25(1+¢)c?(c—1)2
Hyi(c) = c(1+¢)(c—1)?
Hj 5(c) 0.25(c — 1)c*(c + 1)?

And taking H; = Hs j and H; = Hs j, h =1 and m = 1, equation (13) becomes

3 2
S(B,0) =¢* = ¢ = B"n D (Hi(e)¢' = 87" n Y Hi(c)¢! (14)

=1 =0

The Q-stability region of the method is the region where all the roots of the polynomial (¢)
is less or equal to 1, hence substituting the value of { = cosf+isin 6, and solve the equation
for B = a+ib we obtained the required regions. Figure 1 below gives the @-stability regions
for both methods, where the regions lie inside the loop.

4 Numerical Experiment

Below are some of the problems tested, which were obtained from Al-Mutib (1977).
Problem
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No 1:-
y'(t) = —yexp(l— %) +1, 1<t<10
y(t) = In(t), 0<t<1
T(t) = t—exp(l— %)

Solution: y(t) =1n(t), te€[0,¢]

No 2:-
y'(t) = —ylt—1+e ) +sin(t—1+e ) +cos(t), t>0
y(t) = sin(t), t<0
t) = 1—et

Solution: y(t) = sin(¢), t € [0,10]

No 3:-
y'(t) = cos(y(y(t)—2), t=>0
yt) = 1, t<0
T(t) = t—y(t)+2
Solution: y(t) =sin(t) +1, ¢ € [0,10]
No 4:-
y'(t) = %eXP(y(y(t) —In2+1)), 1<t<3
yit) = 0, t<1
T(t) = t—yt)+In2-1
Solution:
y(t) = { ?Sf)lnz_l éiég tel,3]
No 5:-
Y@ = Oun), t>1
yt) = 1, t<1
T(t) = t—In(y(t))
Solution:
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No 6:-
y1(t) ya(t), 1<t<10
ya(t) = —yalexp(l —y2(t)? exp(t — y2(t)), 1<t<10
y1(t) In(t), 0<t<1
yao(t) = % 0<t<1
T(t) = t—exp(l—ya(t))
Solution:
yi(t) = In(t), 0<t<10
y2(t) = % 0<t<10

The numerical results are obtained when the problems are solved by fifth order SDIRK
method F1(C ) in Ismail and Suleiman and fourth order SDIRK method due to Hairer
(1991) using 3-point Hermite interpolation to approximate the delay term and are given in
Tables 1-6. The notations used are as follows:

TOL The chosen tolerance.
FCN The number of function evaluation.
STEP The number of successful steps.
FSTEP The number of failed steps.
MAX ERROR Absolute value of the true solution minus the computed solution.

The notation 6.453225(—5) means 6.453225x10~°.
Method:

F1 Using SDIRK method (4,5) in (5,6)

F2 Using SDIRK method (3,4) in (4,5)

5 Conclusion and Discussion

From the numerical results, it was observed that, the fifth order method gives smaller
number of function evaluation though the fifth order method has six stages meaning at every
step, six functions evaluations has to be done compared to the five function evaluations for
the fourth order method. In terms of number of steps, the fifth order method also gives
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smaller number of steps and also less number of failed or unsuccessful steps, but the fourth
order method gives a slightly smaller error compared to the fifth order method, this is
because the interpolation used is of order five, one order higher than the method itself.
Overall it can be concluded that the fifth order method is superior compared to the fourth
order method despite of the same order of interpolation used for the delay term.

Both methods though of different orders have almost the same region of Q-stability.
The reason for this is that the test equation comprises only of the delay term and Hermite
interpolations used for both methods are of the same order.
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C-Stability Region
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Figure 1:
LIETHOD TOL FCH ITEF FITEF WA
ERROR
F1 10—2 119 9 1.500389(-2)
F2 101 11 1.971104(-2)
F1 10—4 223 17 1.301600{-4)
F2 230 19 1.263141(-3)
F1 10—6 444 34 A 04a8019(-6)
F2 518 46 3.693805(0)
F1 1078 Q77 75 245150007
F2 1313 120 4 84 9865(-8)
F1 10_10 2210 168 T TE4948(-3)
F2 3845 3449 1.296355(-8)

Table 1: Numerical Results for Problem 1
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METHOL TOL FON STEP FETEP MAX ERROR
Fl 102 158 1z 0 35616610-2)
Fz 176 14 2 3.9961 80(-4)
Fl 10 287 21 1 7174994(-5)
Fz 373 31 3 3.0731 14(-6)
Fl 10-¢ 630 48 0 76076 R6(-5)
Fz a7 a6 3 6.325610(-8)
Fl 102 1523 117 0 402756005
Fz 2858 356 2 T ETEAGI(-T)
Fl 10710 746 288 0 1.07817F7(-11)
Fz 5721 759 4 70169 13(-5)

Table 2: Numerical Results for Problem 2

LIETHOLD TOL FCM STEF F3TEP MAS
ERROR
F1 1072 145 11 a 2.247058 (-3
F2 17a 14 2 3.996180(-4)
F1 107 2638 20 1 1.742133(-5)
F2 a1 59 1 2.907527(-8)
F1 1076 a3g 49 0 4.611246(-8)
F2 2069 187 1 2.253611(-8)
F1 1078 1523 117 0 4.010527(-9)
F2 2858 256 4 TF.EIBEOT(-9)
F1 110 3746 258 0 1.431212(-11)
F2 8732 790 4 F.017640(-5)

Table 3: Numerical Results for Problem 3
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METHOD TOL FCN STEF FETEF MAT
ERROR
Fl 102 a3 7 ] 3.520952(-4)
F2 63 6 ] 2.06 14 76(-2)
Fl 10 155 12 ] 1.733848(-4)
F2 133 11 ] 4.259675(-4)
Fl 1076 209 15 1 9.059173(-4)
F2 396 34 2 1.330230(-5)
Fl 108 405 31 ] 1.432886(-7)
F2 1011 3] 3 7.084652(-7)
Fl 1o-10 544 62 3 6.3849060-10)
F2 1350 113 5 6.828553(-8)

Table 4: Numerical Results for Problem 4

LIETHOLD TOL FCM STEF FETEF WA
EREROR
F1 1072 1449 11 1 0.10941%
F2 143 12 4 5.911851(-2)
F1 1074 321 23 4 6.391104(-3)
F2 441 37 7 Z.463174(-3)
F1 1076 64 3 49 1 351323504
F2 1248 106 12 S.415654 (-4
F1 1078 1393 107 a 2.559759(-5)
F2 3399 307 4 TF.595551(-5)
F1 110 3265 251 a 1.600993(-6)
F2 4557 409 9 9.046085(-7)

Table 5: Numerical Results for Problem 5
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LIETHOLD TOL FCM STEP FETEF WA
EREROR
F1 1072 184 14 6.079832(-3)
F2 184 1a 249884404
F1 1074 288 22 0 2.39344904)
F2 413 36 1 3.38147404)
F1 107% G2 48 a 1.859288(-5)
F2 1177 1035 F.T1903(-F)
F1 1078 1419 19 a 1.221122¢-6)
F2 1552 140 1 3.0269560-7)
F1 1p—Lo 34 34 264 a 5.590682(-8)
F2 4588 416 1 1.805782(-8)

Table 6: Numerical Results for Problem 6




