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Abstract A brain tumor is one of the deadly diseases that attack the central and nervous
system. The treatment of brain tumor, need high accuracy and precision. Brain tumor

detection through Magnetic Resonance Imaging (MRI) has two-dimensional output with
three perspectives, namely sagittal, coronal, and axial. These different perspectives need

to be seen one by one to determine the location and size of the tumor. To solve the
problem, this study constructs the three-dimensional visualization perspective of MRI
images. The tumor area in MRI image is segmented as a region of interest (ROI) by

employing the Gaussian Mixture Model (GMM) with Expectation-Maximization as the
optimization technique. These couple segmentation methods have revealed significant gain

as a clear boundary of the tumor area to separate from the healthy part of the brain and
an estimated tumor volume from sagittal, coronal, and axial perspectives. Furthermore,

these findings have been successfully visualized in 3D construction of the tumor position
on the left side of the patient’s head with an estimated volume of 749 mm3.

Keywords brain tumor segmentation; Expectation-Maximization; Gaussian Mixture

Model; three-dimensional image.

Mathematics Subject Classification 20E28, 62E99, 33F99, 68U10.

1 Introduction

The brain is an essential human organ with the ability to control the whole part of the body.
An abnormal condition of a brain is a condition associated with neurological disorders, one of
such diseases is a brain tumor that grows inside the central spinal canal. A brain tumor is a
deadly disease since it has a high mortality rate. According to WHO, in 2018, Indonesia has
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5,323 brain and nervous system tumors incidence with 4,229 cases of mortality [1]. This is why
the brain tumor is considered to be an important topic. The detection of a brain tumor can
be done through medical devices called Magnetic Resonance Imaging (MRI). Unlike Computed
Tomography (CT) which requires ionizing radiation, MRI is based on the interaction between
radio waves and the nucleus of a hydrogen atom in the body by the presence of a magnetic
field [2]. A higher MRI Tesla power delivers a better resolution and is very useful for producing
clear image visualization. General Hospital Dr. Soetomo provides radiological services including
MRI 3 and 1.5 Tesla. However, the latter as the lower Tesla power of MRI is favorable since its
more affordable and covered by the Indonesian governments social security (BPJS). This study
aims to enhance the image quality of 1.5 Tesla MRI using the image segmentation technique.

Previous research had been developed for image segmentation. Clustering analysis is one
of the unsupervised learning for segmentation methodology. The unsupervised methodology
is used in this study due to the limited number of data. Several cluster analyses for image
segmentation are provided by Mart́ınez-Usó et al. [3] that use the Hierarchical Clustering
selection process in image segmentation, and Pestunov et al. [4] that employs the Hierarchical
Clustering algorithm for Multispectral Images. Partitioning algorithm technique also widely
used in image segmentation, such as K-means Cluster for color-based image segmentation by
Rohit et al. [5]. Moreover, Muruganadham et al. [6] also used the K-means and K-medoid to
identify the diseases in a leaf’s images. Fuzzy based clustering such as FCM that employed
to segmenting the MRI brain image is studied by Huang et al. [7]. Lee et al. [8] also did
a similar study but used the Population Diameter Independent algorithm as the method of
segmentation. The hierarchical clustering or partitioning algorithm is favorable since it’s easy
to use [9], however, it has a disability to recognize the pattern of MRI image [10]. Model-
based clustering is the most appropriate tool to overcome this problem, especially when facing
a limited number of data [11]. The Gaussian Mixture Model (GMM) is one of model-based
clustering that will be employed to the MRI data image with Expectation-Maximization as the
optimization technique. The research on image segmentation, especially in clinical data, often
uses GMM rather than other distributions [12]. The cluster validation is done by calculating
the Silhouette Coefficient (SC ) to provide the optimum number of clusters.

The segmentations are done to the whole MRI slices in three perspective images of sagittal,
coronal, and axial. The slices of MRI images are two-dimensional images that are set as a
collection of the sequential images in each perspective. To make a medical decision related
to the location and volume of the tumor, the radiologist have to inspect every slice in each
perspective. The three perspective segmented images will be arranged together in a compact
manner to form a three-dimensional (3D) structure using volume viewer via Matlab. Using the
3D model, the volume of a brain tumor can easily be known and calculate under the ellipsoidal
formula. This study is designed to help radiologists determine the brain tumor volume and
location more effectively and efficiently.

2 Methodology

The methodology is briefed under two important works, the first is segmenting image using
GMM and the second is constructing the 3D model using the volume viewer in Matlab. The
two assignments are carried out in series, where the results of three perspective segmented
images using GMM are becomes the input to build the 3D models. All procedures could be
visualized in Figure 1, while the explanation of several methodologies is providing in the next
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sub-sections.

Figure 1: Data Analysis Procedure

2.1 Image Segmentation using Gaussian Mixture Model (GMM)

The first task is segmenting the MRI image by employing the GMM. This task includes
the optimization using the EM algorithm and cluster validation using Silhouette Coefficient.
Suppose we have a grayscale MRI image in size 256×256 pixels. Each pixel will have a grayscale
intensity between 0 and 255. The lower the intensity, the darker the color, and vice versa. The
pixel in MRI image will be named as variable xi, i = 1, 2, ...N, which N is number of pixels.
Each pixel will be grouped into K clusters, which every cluster is assumed to have the Gaussian
distribution. For general, the GMM is the compilation of some Gaussian distributions whose
form a new following distribution [13]:

f (xi|p, µ,σ) =
K
∑

j=1

pjf
(

xi|µj, σ
2
j

)

, (1)
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where f (xi|p, µ,σ) is the probability density function (p.d.f) of the mixture model, f
(

xi|µj, σ
2
j

)

is the Gaussian p.d.f of the jth components of the mixture model, as follows:

f
(
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2πσj
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2
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)2
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, (2)

with µj and σj are parameters for Gaussian p.d.f, p is vector parameter proportions which has

elements (p1, p2, ..., pK) , that satisfy 0 ≤ p ≤ 1 and
∑K

j=1 pj = 1 , and K is the number of
distribution components in the mixture model.

The mixture model has been used in various disciplines, some of which are Biology, Physics,
Education, and Economics. For the Medical discipline, it is based on the fact that patterns of
grayscale data inform a multimodal that can be expressed as a mixture of several distributions
whose parameters are known. For example, it contains some Gaussian with the Expectation
Maximization (EM) Algorithm as the optimization of parameters estimation.

2.2 Parameter Estimation using EM Algorithm

The parameter estimation is conducted using the EM algorithm. This algorithm is often used as
an iterative computational approach to the Newton-Raphson method or other more complicated
techniques in estimating parameters through Maximum Likelihood Estimation (MLE) [14]. The
following is the EM Algorithm for estimating the GMM.

Algorithm 1. The EM Algorithm for esGMM

1. Initialization parameters
{

µ
(0)
j , σ

2(0)
j , p

(0)
j

}

and set t = 0.

2. E-Step: Calculate zij, i = 1, 2, ..., Nand j = 1, 2, ..., K the latent variable which indicates
the label of a cluster.

z
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3. M-Step: Re-estimate parameters
{

µj , σ
2
j , pj

}

,j = 1, 2, ..., K with the recursion formulae
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4. Evaluate the parameter values, if the difference of parameter values in iteration t and
(t− 1) fulfilled the criteria of convergence (< ε), then iteration stop, otherwise return to
step 2.

2.3 Cluster Validation

Cluster validation is needed to provide the optimum number of clusters. In this study, Silhouette
Coefficient (SC) is used to calculate cohesion and separation. Here are the steps to calculate
SC [15].

Algorithm 2. Silhouette Coefficient

1) Calculate a
j
i as the average square Euclidean distance to ith data with other data in a

single cluster.

2) Calculate b
j
i as the minimum of average square Euclidean distance of ith data to other

data from the different clusters.

3) Calculate the SC value of every ithdata at jth cluster using equation (7)

SC
j
i =

b
j
i − a

j
i

max(aj
i , b

j
i)

. (7)

4) Calculate SC for each jth cluster using equation (8), where nj is the number of pixels in
jth cluster.

SCj =
1

nj

nj
∑

i=1

SC
j
i . (8)

5) Calculate the overall SC with the following equation

SC =
1

K

K
∑

j=1

SCj. (9)

SC value is between −1 and 1. A value closer to 1 indicates that a more precise data is in
the cluster it occupies. The negative value of SC indicates that data is not in the right cluster.
When the value equals zero, it indicates that the data is on the border between two clusters.

2.4 3D Construction Model

After obtaining the optimum number of clusters, the segmented image would be arranged to
three-dimensional structures. When the volume is rendered in Matlab, a better visualization in
3D models is obtained. Based on the Matlab guidance, there are five steps to use the volume
viewer app.

1) Load volume data into the volume viewer (this input data is the segmentation results in
the previous assignment).
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2) View the volume data in the volume viewer.

3) Adjust view of volume data in volume viewer.

4) Refine the view with the rendering editor.

5) Save volume viewer rendering and camera configuration settings.

Each explanation could be found easily in Mathworks sites (see the reference [16]). The
3D model will help the radiologist to see the whole perspective of an MRI image in better
visualization.

2.5 Brain Tumor Volume Calculation

The brain tumor volume calculations are done to each sagittal, coronal, and axial perspective.
This study used the ellipsoidal approach since it is considered to be close to the actual tumor
volume [17]. The formula of this approach is given by

V = π
6
× Lenght × Width × Height, (10)

where V is the tumor volume, Length is the longest diameter of the tumor base, Width is the
widest diameter of the tumor, and Height is the sum of slice thickness and spacing between
slice (the information of slice thickness and spacing between slice is already on the MRI image
properties of the patient).

3 Implementation, Trial, Results and Discussions

This study used a dataset from Dr. Soetomo and has been passed the medical consent. The
dataset is from T1 memp+C sequence i.e. sequences that has been added some contrast media
(a type of injection before a brain scan is implemented) to clarify tumor images. The sequences
are performed in sagittal, coronal, and axial perspective. Each perspective has 25 slices of
images. Therefore, the total images in this study are 75 MRI images in grayscale mode. The
properties of the dataset are given in Table 1.

Table 1: Properties of Dataset

Perspective Number of slices Size of image format

Sagittal 25 256 × 256 *.dcm
Coronal 25 256 × 256 *.dcm
Axial 25 256 × 256 *.dcm

Each image is segmented with GMM to enhance the tumor area as the region of interest.
The results is discussed for one sample image in each perspective in the following sub-sections
since it is not possible to discuss all in one paper.
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3.1 MRI Image Segmentation using GMM

In this section, dataset has been clustered using GMM couple with the EM algorithm for its
optimization. This process is dividing the MRI data image into several clusters. The tumor
area from an MRI image is a region of interest (ROI) that simplifies the forming of three-
dimensional figures. This accurately displays the tumor figures. The clustering result of several
slices from each part would be discussed below.

3.1.1 Segmentation of the MRI Axial Slice

Clustering on the axial slice using GMM generates some output such as parameters on the
histogram, clustering image result, and ROI position. The output generated is as follows.

Figure 2: (a) The original 19th Axial Slice Histogram and (b) Six Clusters of the Smoothed
Histogram

Figure 2 shows the mixture pattern through the histogram formed by 6 clusters for the 19th

axial slice. This pattern is similar to the original image histogram with one parameter located
to every peak. Figure 3 (a) performed the original image of the 19th axial slice, while Figure 3
(b) is the segmentation result that contains 6 clusters.

The next step is to determine which cluster is the region of interest or ROI, with Figure 4
(a) is displaying part of Non-ROI and, in contrast, Figure 4 (b) is the ROI. The ROI is located
in the 4th cluster, since it is caught in the tumor area, while the Non-ROI is the whole clusters
except the 4th cluster members.

Figure 5 shows the clustering result evaluation using SC . Noise in the MRI images has
different intensity values than other segments. It is, therefore, needed some additional clusters
to elaborate these noises, i.e. the number of 5 to 8 clusters are then added. On the results
of segmentation, ROI in 5 clusters has a large area, since it includes the Non-ROI. Therefore,
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Figure 3: The 19th Axial Slice (a) Original (b) Clustering Result

Figure 4: (a) Non-ROI and (b) ROI of the 19th Axial Slice

even though it has the highest SC, the result of segmentation is a lack of accuracy. Medical
justification gives the decision that 6 clusters are able to provide a more appropriate ROI.

3.1.2 Segmentation of the MRI Coronal Slice

Some outputs from the clustering process on the coronal slice include histogram, image, ROI,
and Non-ROI results. The outputs are as follows:

Figure 6 shows the original image histogram and the smoothed multi-modal pattern of
histogram representing a mixture model. This pattern formed 6 clusters for the 10th coronal
slice. These six peak forms can clearly elaborate the image histogram of the 10th coronal
slice. The parameters for 10th coronal slice are µ1 =3.553297, µ2=73.07929, µ3=68.43378,
µ4=119.9925, µ5=168.465, µ6=185.0728, p1=0.367138, p2=0.20742, p3=0.303886, p4=0.081553,
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Figure 5: Comparison of SC from 5 to 8 Number of Cluster in Axial Slice

Figure 6: (a) The original 10th Coronal Slice Histogram and (b) Six Clusters of the Smoothed
Histogram

p5=0.024879, p6=0.015124, σ2
1=4.0967, σ2

2=19.4162, σ2
3=841.5028, σ2

4=378.7471, σ2
5=275.1054,

and σ2
6=365.8272.

Figure 7 (a) is the original image of the 10th coronal slice while Figure 7 (b) is an MRI data
image accumulated by 6 clusters with the tumor area is in the forth. In line with the Axial
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Figure 7: The 10th Coronal Slice (a) Original (b) Clustering Result

Figure 8: (a) Non-ROI and (b) ROI of the 10th Coronal Slice

results, the selection of 6 clusters is based on medical justification. Even though 5 clusters have
the largest SC value, the 6 number of clusters give a better capturing the ROI. Therefore, we
choose 6 as the optimum number of clusters. Figure 8 (a) shows the Non-ROI, while Figure 8
(b) is the ROI from the 10th coronal slice. The evaluation result with SC is shown in Figure 9.

3.1.3 Segmentation of the MRI Sagittal Slice

As two other slices before, GMM for clustering MRI sagittal slice gives histogram, image, and
position of the ROI. Figure 10 shows the original image histogram and the smoothed multi-
modality of histogram formed by 6 clusters as a mixture model for the 16th sagittal slice. If the
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Figure 9: Comparison of SC from 5 to 8 Number of Cluster in Coronal Slice

mixture model parameters are arranged, the general model is as follows.

f(x|µj, σ
2
j , pj) =

6
∑

j=1

pjN(xi∈j|µj , σ
2
j )

= p1N(xi∈j=1|µ1, σ
2
1) + p2N(xi∈j=2|µ2, σ

2
2) + p3N(xi∈j=3|µ3, σ

2
3)+

p4N(xi∈j=4|µ4, σ
2
4) + p5N(xi∈j=5|µ5, σ

2
5) + p6N(xi∈j=6|µ6, σ

2
6)

= 0.251N(xi∈j=1|2.511, 3.206) + 0.284N(xi∈j=2|66.301, 22.866)+
0.363N(xi∈j=3|55.665, 674.789) + 0.066N(xi∈j=4|122.43, 436.616)+
0.024N(xi∈j=5|162.729, 281.802) + 0.010N(xi∈j=6|212.967, 317.766)

Figure 11 (a) is the original image of the 16th sagittal slice while Figure 11 (b) is the MRI
data image accumulated by 6 clusters after the GMM processes. The tumor area in the fourth
cluster has a grayscale intensity similar to the skull region.

Figure 12 (a) shows the part of the Non-ROI segment, and Figure 12 (b) shows the ROI of
the 16th sagittal slice. The fourth cluster is the ROI because it has a tumor area in it. The SC

is performed by sagittal slice clustering as shown in Figure 13. It illustrates that 5 number of
clusters have high SC value with low slices where brain tumor is obviously seen. Nevertheless,
the 6 clusters still chosen for the optimum, based on the medical justification. Since it could
be able to catch the ROI appropriately.

3.2 Visualizing the Segmented Image in a 3D Figure

After being clustered, the next step is visualizing the three perspectives images in the three-
dimensional figure. This step is done for identifying the position of the tumor based on ROI
which is conducted on each slice (axial, coronal, and sagittal).
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Figure 10: (a) The original 16th Sagittal Slice Histogram and (b) Six Clusters of the Smoothed
Histogram

Figure 11: The 16th Sagittal Slice (a) Original (b) Clustering Result

3.2.1 Modelling 3D Figure of Axial Slice

The GMM modeling to 25 number of the axial slice gives the result that is then ready to be
visualized in a compact 3D figure of the axial slice. This compact 3D figure show an MRI
image axial slice arranged downward according to the picture sequence which partially forms
the patients head. ROI caught from the clustering result of the 19th axial slice where the tumor
figure is obviously seen can be used to represent its part.

Figure 14 is a three-dimensional figure of the axial slice from various views though the head
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Figure 12: (a) Non-ROI and (b) ROI of 16th Sagittal Slice

Figure 13: Comparison of SC from 5 to 8 Number of Cluster in Sagittal Slice

section is only partially represented owing to the fact that the MRI data image is focused on
the brain part. Figure 14 (a) displays a 3D figure from the left side of the patient’s head, Figure
14 (b) shows from the bottom point of view, and Figure 14 (c) displays from the top point of
view.

In order to display the tumor inside the brain, the opacity is adjusted by using the feature
located on the right. The result is shown in Figure 15.
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Figure 14: 3D Figures of MRI Axial Slice from the (a) left, (b) bottom, and (c) top viewpoints

Figure 15: Tumor Position in 3D Figures of MRI Axial Slice

3.2.2 Modelling 3D Figure of Coronal Slice

Coronal slice is a representation of the head from front to back. Every coronal slice is arranged
backward according to the sequence. The clustering result of the 10th slice is used to analyze
brain tumor shape because the ROI clearly describes it.

The GMM modeling to 25 number of the coronal slice gives the result that is then ready to
be visualized in a compact 3D figure of the coronal slice. This compact 3D figure of the coronal
slice are shown in Figure 16. It displays part of the patient’s head with clustering results used
to determine the color. Figure 16 (a) displays a 3D figure from the left side of the patient’s
head, Figure 16 (b) shows from the right side, and Figure 16 (c) displays from the front side.
In Figure 18 brain tumor is not visible because it is inside. In Figure 17, we try to display
the tumor area inside the brain by configuring the opacity of the volume viewer editor. The
results, somehow, are less visible unlike in 3D images of axial slices.
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Figure 16: 3D Figures of MRI Coronal Slice from (a) left, (b) right, and (c) front viewpoints

Figure 17: Tumor Position in 3D Figures of MRI Coronal Slice

3.2.3 Modelling 3D Figure of Sagittal Slice

Three-dimensional figures from sagittal slice show an MRI image horizontally arranged
according to the sequence that forms part of the patients head. The ROI that represents
the tumor figure is taken from the 16th slice.

The GMM modeling to 25 number of the sagittal slice demonstrates the segmentation result
that is then ready to be visualized in a compact 3D figure of the sagittal slice. This compact
3D figure is shown in Figure 18. Figure 18 (a) displays a 3D figure from the left side of the
patient’s head. Both Figure 18 (b) and Figure 18 (c) are the display from the right point of
view. The tumor location is described in Figure 19. The head section formed is not complete,
however, it is located inside the brain but would be made transparent. Based on modeling
three-dimensional figures of the axial, coronal, and sagittal slice, it is known that the tumor is
located on the left side of the patients head.
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Figure 18: 3D Figures of MRI Sagittal Slice from (a) left, and (b, c) right viewpoints

Figure 19: Tumor Position in 3D Figures of MRI Sagittal Slice

3.3 Calculating the Tumor Volume

Table 2 shows the resume of the tumor volume calculation for each perspective with the
ellipsoidal approach. The Length and Width of each perspective are measured from the
results of ROI in image segmentation. Table 2 shows the calculation of tumor volume in
each perspective having similar results about 749 mm3.

4 Conclusion

In terms of prediction of the number of distinguishing image clusters, the GMM couple with
EM algorithms approach provides precise and powerful image segmentation. This approach has
been applied to make segmentation of MRI image in three perspective input slices. This study
had succeeded to construct the compact three-dimensional image from two-dimensional MRI
sequences by combining three perspective input slices in a compact manner. The results can
show a 3D model giving fairly good results. Moreover, from the analysis, we can see that the
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Table 2: Resume of Tumor Volume Calculation

Perspective Legth (mm) Width (mm) Height (mm) Volume (mm3)

Sagittal 11.39 10.99 11.39 746.524
Coronal 11.28 11.64 10.88 747.979
Axial 11.73 10.76 11.39 752.719

Average 749.074

tumor is located on the left side of the patients head and have an estimated volume of about
749 mm3.
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