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Abstract Electricity has been a key driver of global socioeconomic development and
sustainability for both developed and developing nations. In Malaysia, electricity is pri-
marily generated by burning fossil fuels, emitting greenhouse gases (GHG) that adversely
impact the environment and public health. Therefore, accurately predicting electricity
consumption is crucial for economic management, security analysis, facility scheduling for
generation and distribution, and maintenance planning. This study aimed to develop a
modified stacked ensemble multivariable Artificial Intelligence (AI)-based predictive al-
gorithm, specifically Stacked Simple Linear Regression and Multiple Linear Regression
(SLR-MLR), and Stacked Simple Linear Regression and Multiple Non-Linear Regression
(SLR-MNLR) utilizing the Cross Industry Standard Process for Data Mining (CRISP-
DM) data science methodology. The proposed AI-based predictive algorithm aimed to
provide predictive insights and interpret the impact of significant economic, environmen-
tal, and social clustered determinants on electricity consumption in Malaysia. The analysis
revealed that the SLR-MLR predictive algorithm better fits Malaysias limited electricity
consumption dataset compared to the existing Stacked SLR and ε-Support Vector Re-
gression (SLR-ε-SVR) and SLR-MNLR predictive algorithms. It identified key economic
and environmental clustered determinants that significantly impact electricity consump-
tion in Malaysia. In academia, this study proposed an innovative SLR-MLR predictive
algorithm and utilized a novel statistical approach to evaluate and select the superior
predictive algorithm. Practically, it offered valuable insights for policymakers to craft
efficient regulations, manage the energy sector proactively, and anticipate electricity gen-
eration and consumption trends. These contributions align with Malaysias economic and
environmental sustainability goals outlined in the Twelfth Malaysia Plan, the Madani
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Economy Framework, the National Energy Policy 2022-2040, and the National Energy
Transition Roadmap (NETR) agenda.

Keywords multivariable AI-based predictive algorithm; electricity consumption; modi-
fied stacked ensemble; CRISP-DM data science methodology; sustainability goals.

Mathematics Subject Classification 62P20; 62P25; 65Z05; 68T99.

1 Introduction

Electricity is the primary driver of sustainable socioeconomic development globally, impacting
both developed and developing nations, and is crucial for individuals and national economic ac-
tivities. At the individual level, electricity enhances daily life by powering household appliances
utilized for food preparation, personal care, and, leisure and by enabling access to information
and communication technologies essential for education, healthcare, and social connectivity. On
a national scale, electricity powers manufacturing industries facilitates the production of goods
and services, drives local economies, and creates jobs, particularly for small and medium-sized
enterprises (SMEs). Additionally, accurate prediction of electricity consumption is paramount
for economic management, electricity security analysis, facility scheduling for electricity gen-
eration and distribution, and maintenance planning. Reliable prediction algorithms optimize
electricity generation, distribution, and pricing, ensuring a stable supply, and meeting demand
efficiently. Effective electricity management is essential for achieving Sustainable Development
Goals (SDGs) such as No Poverty (SDG1), Zero Hunger (SDG2), Good Health and Well-Being
(SDG3), Affordable Clean Energy (SDG7), Decent Work and Economic Growth (SDG8), In-
dustry, Innovation and Infrastructure (SDG9), Sustainable Cities and Communities (SDG11),
and Climate Action (SDG13).

In Malaysia, the primary method of electricity generation heavily relies on the combustion
of fossil fuels [1, 2], particularly coal and natural gas. This reliance leads to significant emis-
sions of greenhouse gases (GHGs), notably carbon dioxide (CO2), contributing significantly to
global warming and climate change. In response to these environmental concerns, national and
international initiatives, such as the Paris Agreement, have been implemented to promote a
low-carbon economy, aiming for cleaner air, energy security, job creation for economic sustain-
ability, and achieving zero CO2 emissions by 2050. Malaysia has recently introduced a revised
National Energy Policy (DTN) 2022-2040 and National Energy Transition Roadmap (NETR)
agenda [3, 4], designed to drive socioeconomic development and environmental sustainability
by enhancing macroeconomic resilience, ensuring energy security, promoting social equity and
affordability, and fostering environmental sustainability. Despite commitments to the Low Car-
bon Nation Aspiration and the Long-Term Low Emission Development Strategy (LT-LEDS)
targeting net-zero GHG emissions by 2050, fossil fuels continue to dominate electricity gener-
ation in Malaysia. Figure 1 illustrates the limited progress in transitioning from traditional to
renewable energy sources. While renewable energy significantly mitigates GHG emissions, it
also poses challenges across the four principal pillars of the SDGs: economic, environmental,
human, and social. Renewable energy projects can directly and indirectly impact ecosystem
change and biodiversity loss, influenced by factors such as habitat alteration, climate change,
invasive species introduction, overexploitation, and pollution [5,6]. Moreover, renewable energy
sources such as biofuels, hydropower, solar photovoltaic, and waste face economic, financial,
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and technological barriers hindering their widespread adoption. These barriers include high ini-
tial investment costs, limited market competitiveness without subsidiaries, economic barriers,
and variability in electricity generation due to meteorological conditions [2, 5, 6].

Figure 1: Electric Evolution: Charting Malaysias Power Sources from 2000 to 2021 Source:
International Energy Agency [7].

Therefore, the principal objective of this study is to propose innovative modified stacked
ensemble multivariable AI-based predictive algorithms, including Stacked Simple Linear Regres-
sion and Multiple Linear Regression (SLR-MLR) and Stacked Simple Linear Regression and
Multiple Non-Linear Regression (SLR-MNLR) based on the Cross Industry Standard Process
for Data Mining (CRISP-DM) data science methodology, and assess their efficacy compared to
existing modified stacked ensemble univariate AI-based predictive algorithms (Stacked SLR and
ε-Support Vector Regression (SLR-ε-SVR)) for modeling and forecasting electricity consump-
tion in Malaysia. These predictive algorithms are designed to identify statistically significant
determinants impacting electricity consumption, aligning with the core pillars of SDGs encom-
passing economic, environmental, and social. However, the human pillar was not considered
in this study due to insufficient relevant time-series datasets. This study is crucial for eco-
nomic management, electricity security analysis, facility scheduling for electricity generation
and distribution, and maintenance planning. Specifically, an accurate prediction of electricity
consumption is essential to avoid overestimation leading to inefficient energy resource utilization
and distribution issues, or underestimation causing inadequate reserves and high costs during
peak periods. In summary, the proposed innovative AI-based predictive algorithms provide
valuable insights for policymakers, enabling them to craft more efficient regulations, proactively
manage the energy sector, and gain early insights into electricity generation and consumption
trends. This contributes to environmental sustainability goals outlined in the Twelfth Malaysia
Plan, the Madani Economy Framework, the National Energy Policy (DTN) 2022-2040, and
the National Energy Transition Roadmap (NETR) agenda. To achieve the principal objec-
tive of this article, the remainder of this article is structured as follows: Section 2 provided
an overview of the literature review and identified research gaps, while Section 3 detailed the
research methodology based on the CRISP-DM data science methodology. Additionally, Sec-
tion 4 presented the findings from Exploratory Data Analysis (EDA), predictive performance
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evaluation, and deployment of the proposed AI-based predictive algorithms. Finally, Section 5
concluded the study with a summary of key insights and recommendations.

2 Related Works

This section reviews the literature on time-series predictive algorithms for predicting electricity
consumption across various timescales, with a focus on studies conducted in Malaysia, align-
ing with the primary objective of this study. Malaysian case studies generally utilize both
univariate and multivariable classical statistical predictive algorithms, as well as AI-based pre-
dictive algorithms. A key limitation across these approaches is inadequate feature engineering,
which, along with constraints in predictive performance, impacts the accuracy and practicality
of these predictive algorithms for forecasting future electricity consumption. Additionally, while
AI-based predictive algorithms are widely utilized in developed and developing nations [8–13],
they have received limited attention in Malaysian studies. Furthermore, some previous studies
[14, 15] reveal misconceptions from a statistical perspective implementing AI-based predictive
algorithms, highlighting a gap that this study aims to address.

To illustrate the emphasis on classical statistical predictive algorithms in Malaysia research,
Razak et al. [16] evaluated several classical univariate predictive algorithms, including Nave,
Exponential Smoothing (ES), Seasonal Holt-Winters (SHW), Autoregressive Moving Average
(ARMA), AutoRegressive AutoRegressive (ARAR), and Regression with ARMA Errors. Their
study forecasted monthly mean maximum electricity load demand in Malaysia spanning from
September 2000 to December 2004, concluding that the second-order Autoregressive (AR(2))
predictive algorithm outperformed other predictive algorithms. Similarly, Karim and Alwi
[17] compared predictive algorithms for forecasting electricity load consumption at Universiti
Teknologi Petronas (UTP), finding that the ES predictive algorithm outperformed the Moving
Average (MA) predictive algorithm in both semester-on and semester-off seasons.

In another study, Ozoh et al. [18] introduced the modified Newton (MN) predictive algo-
rithm to predict monthly electricity consumption at Universiti Malaysia Sarawak (UNIMAS)
from 2009 to 2012. Their comparison with the univariate Forecasting Time-Series Technique
(FTST) and univariate Artificial Neural Network (ANN) predictive algorithm showed that the
MN predictive algorithm outperformed both benchmark FTST and ANN predictive algorithms.
Meanwhile, Lee et al. [19] investigated several classical statistical univariate predictive algo-
rithms, including Simple Moving Average (SMA), Weighted Moving Average (WMA), Simple
Exponential Smoothing (SES), Holt Linear Trend (HLT), Holt-Winters (HW), and Centered
Moving Average (CMA). Analyzing the monthly electricity consumption dataset from January
2011 to December 2017 at Universiti Tun Hussein Onn (UTHM), they found that the HW pre-
dictive algorithm had the lowest Mean Absolute Percentage Error (MAPE) among the tested
predictive algorithms, although their assessment may be limited by a lack of comprehensive
consideration of other Goodness-of-Fit (GoF) measures presented in their study.

Sim et al. [20] proposed forecasting monthly electricity consumption from January 2009 to
December 2018 at Universiti Tun Hussein Onn Malaysia (UTHM) utilizing the Seasonal Au-
toregressive Integrated Moving Average (SARIMA) predictive algorithm, due to the dataset
exhibiting seasonal-periodic fluctuations. In a different approach, Abdullah and Leong [21]
investigated the linear association between the annual final energy consumption, and three
economic determinants (Gross Domestic Product (GDP), population, and tourism) spanning
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from 2001 to 2012 utilizing a classical statistical multivariable multiple linear regression (MLR)
predictive algorithm. Their analysis indicated that the sample data of final energy consumption
was well-fitted for the MLR predictive algorithm, considering all three economic determinants,
revealing a coefficient of determination higher than 90%. Recently, Ahmad et al. [22] applied
the Autoregressive Integrated Moving Average (ARIMA) predictive algorithm to forecast elec-
tricity load from solar rooftop datasets in a public university. However, their study exhibits
several methodological issues. They erroneously treated the univariate ARIMA predictive al-
gorithm as a multivariable predictive algorithm, a fundamental statistical error. Additionally,
their time-series analysis methodology was flawed; they clustered time-series datasets from
April, October, and November 2019 into usage categories (low, medium, and high), neglecting
the sequential nature of time-series datasets. This approach introduces bias and undermines the
reliability of their findings. Moreover, this study lacks a robust statistical approach necessary
for accurate time-series analysis and fails to evaluate predictive performance comprehensively.
In summary, Ahmad et al. [22]s study on forecasting electricity load based on solar rooftop
datasets suffers from significant methodological shortcomings, casting doubt on the validity of
its conclusions. In contrast to the classical statistical predictive algorithms, AI-based predic-
tive algorithms have gained prominence in recent years for modeling and forecasting electricity
consumption on various scales, from individual premises to international levels. For instance,
Shapi et al. [14] conducted a study comparing three univariate AI-based predictive algorithms-
ANN, k-nearest Neighbor (k-NN), and SVR-for predicting the electricity consumption of smart
commercial buildings in the Klang Valley from June 2018 to December 2018 utilizing Microsoft
Azure’s cloud-based machine learning platform. However, this study contains inaccuracies
regarding fundamental machine learning concepts, particularly in confusing regression with
classification paradigms, and misinterpreting predictive performance evaluation methods. Con-
sequently, the findings of this study are not discussed further in this section. Additionally, the
conclusion presented in this article is biased due to solely identifying the superior predictive
algorithm based on Root Mean Square Error (RMSE), whereas this study has evaluated the
predictive performance utilizing other GoF measures such as Normalized Root Mean Square
Error (NRMSE) and MAPE.

Similarly, Lee et al. [15] proposed comparing the effectiveness of various AI-based predictive
algorithms in predicting monthly electricity consumption across ten nations, including Malaysia.
These AI-based predictive algorithms considered in this study include ANN, Adaptive Neuro-
Fuzzy Inference System (ANFIS), Least Squares Support Vector Machines (LSSVMs), and
Fuzzy Time-Series (FTS). The findings revealed that no universal AI-based predictive algorithm
is well-fitted for all nations due to the distinct electricity availability and the development
levels of the region. However, this article presented a misconception about the evaluation and
forecasting of predictive performance. Meanwhile, Chuan et al. [23] conducted a comprehensive
comparison of 72 modified stacked ensemble univariate SVR-based predictive algorithms to
predict annual electricity consumption in Malaysia. They investigated various insensitive loss
functions ( ε- and ν-insensitive) and kernel functions (linear, polynomial, radial basis function,
and sigmoid). Their analysis revealed that the -insensitive loss function associated with a
third-degree polynomial kernel function is the most effective for short-term annual electricity
consumption forecasting, particularly in a limited dataset environment. Furthermore, this
study validated the superior AI-based predictive algorithm by deploying it to forecast electricity
consumption for the next five years, demonstrating reasonable and practical results. In contrast,
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Mustapa et al. [24] proposed a multivariable Non-linear AutoRegressive with Exogenous Input-
Artificial Neural Network (NARX-ANN) predictive algorithm for predicting daily electricity
consumption for the Faculty of Electrical Engineering, Universiti Teknologi MARA in Pasir
Gudang Johor during semester. They employed a multivariable MLR predictive algorithm
for benchmark comparisons. This study concluded that the NARX-ANN predictive algorithm
outperformed the MLR predictive algorithm, although the determinants involved were selected
instinctively. However, the results may be biased and unreliable due to the analysis skipping
some daily time points, treating them as missing values for their study.

Furthermore, Ayodele et al. [25] compared the effectiveness of two multivariable Multi-
ple Non-Linear Regression (MNLR) and three multivariable NARX predictive algorithms in
predicting annual final energy consumption per capita from 1980 to 2018, focusing solely on
socioeconomic determinants. Their findings demonstrated that the MNLR predictive algorithm
based on an exponential function outperformed the MNLR based on a polynomial function,
and NARX predictive algorithms, However, the methodology for concluding the superiority of
the proposed AI-based predictive algorithm could be improved due to conflicts among the GoF
measures.

In a similar vein, Sena et al. [26] proposed predicting household monthly electricity con-
sumption based on techno-socioeconomic determinants (socio-demographic, building charac-
teristics, occupant behavior, and appliance characteristics) utilizing a multivariable ANN pre-
dictive algorithm. This study collected a primary dataset utilizing a simple random sampling
method from 214 Universiti Teknologi Malaysia International Kuala Lumpur Campus students
via survey questions from November 2017 to January 2018. Their findings revealed that the
multivariable ANN predictive algorithm, incorporating socio-demographic, occupant behavior,
and appliance characteristics is superior to other predictive algorithms. However, this studys
approach of identifying determinants based on all possible combinations may lead to sub-
optimal analysis results due to ignoring statistical evidence, being computationally expensive,
time-inefficient, and resulting in unreliable predictive algorithms.

Previous studies have shown that no universal AI-based and non-AI-based predictive algo-
rithm can effectively manage the complexity of grid consumption across different timescales
and levels. Classical and univariate AI-based predictive algorithms frequently struggle with
predictive performance for short-term, mid-term, and long-term periods due to limitations in
incorporating impacting economic, environmental, and social determinants. Additionally, while
previous studies emphasize predictive performance, they frequently lack the in-depth analysis
needed to make these predictive algorithms practical for future electricity consumption pre-
dictions. A key limitation in these classical and AI-based predictive algorithms is inadequate
feature engineering, especially in feature selection, which frequently respectively leads to a lack
of determinants and redundant determinants that degrade predictive accuracy. To address
these gaps, this article proposes a modified stacked ensemble multivariable AI-based predictive
algorithm with enhanced feature engineering, designed to accurately predict annual electricity
consumption in Malaysia.

3 Research Methodology

The CRISP-DM data science methodology was employed as the research framework for this
study due to its dynamic nature and flexibility. Firstly, it effectively guided the research pro-
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cess from defining business objectives to deploying research outcomes, ensuring and delivering
commercial value when utilized properly. Secondly, this methodology was adaptable and has
been successfully applied in various fields, including agriculture economics [27], education
[28, 29], energy economics [23], healthcare [30], and management [31]. Theoretically, the
CRISP-DM data science methodology comprised six primary phases: business understanding,
data understanding, data preparation, modeling, evaluation, and deployment. These phases
are detailed in subsequent sections and were tailored to this study. Although CRISP-DM data
science methodology supported iterative transitions between phases, this study described a
linear progression through this methodology.

3.1 Business Understanding

The primary business objective of this study was to deliver valuable short-term predictive in-
sights into annual electricity consumption and identify statistically significant determinants
impacting electricity consumption in Malaysia. Consequently, the core aim of data mining
in this research was to propose innovative modified stacked ensemble multivariable AI-based
predictive algorithms. These insights were crucial for optimizing economic strategies, ensur-
ing electricity security analysis, efficiently scheduling electricity generation and distribution
facilities, and planning maintenance operations.

Despite its importance, this research encountered various challenges, including misconcep-
tions, issues with the reliability of research outcomes, and financial limitations. To address
these challenges, this study ensured that all analyses adhered to key statistical concepts, in-
cluding EDA, modeling, and evaluation. The pre-defined assumptions of the multivariable
AI-based predictive algorithms were rigorously tested through diagnostic checks on the trained
predictive algorithms. Additionally, the dataset was split into various training-to-test ratios
(TTR) to investigate potential overfitting issues. These analyses were essential for ensuring the
reliability of research outcomes before deploying the proposed AI-based predictive algorithm
for forecasting.

Moreover, this study utilized open-source datasets and employed free tools such as Microsoft
Excel and R for statistical analyses in a mid-range computing environment (Intel(R) CoreTM i5-
10210U CPU@1.60GHz), due to limited financial resources. Despite these efforts to incorporate
a broad range of relevant determinants, specific potential environmental determinants such
as humidity and solar radiation, economic determinants such as the share of Gross Domestic
Product (GDP) in commercial, residential, transport, and agriculture, and coal and natural gas
prices, as well as social determinants including household size, income distribution, educational
levels, and employment rates across economic sectors, were unavailable in the open-source
databases or had high rates of missing values, and therefore were not considered in this study.
Additionally, human determinants such as public health determinants primarily related to
GHGs, which significantly impact electricity consumption were also excluded. To achieve the
principal objective, this study followed a strategized plan based on the linear progression of
the CRISP-DM data science methodology. Detailed descriptions of the employed statistical
analysis tools are provided in subsequent sections corresponding to each phase.
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3.2 Data Understanding

The primary objective of the data understanding phase was to establish the foundational aspects
of business understanding. This involved comprehensive data collection, thorough description
of data, ensuring data quality through verification, and conducting detailed data exploration.
Specifically, for this study, the environmental datasets (X1: average minimum surface air tem-
perature (oC); X2: average maximum surface air temperature (oC); X3: annual precipitation
(mm)) were sourced from the Climate Change Knowledge Portal (CCKP), while the electricity
consumption dataset (Y : final electricity consumption (ktoe)), and economic (X4: coal and
coke supply (ktoe); X5: crude oil supply (ktoe); X6: natural gas supply (ktoe); X7: coal
import (ktoe); X8: crude oil import (ktoe); X9: diesel import (ktoe); X10: natural gas import
(ktoe); X11: coal export (ktoe); X12: crude oil export (ktoe); X13: diesel export (ktoe); X14:
natural gas export (ktoe); X15: Gross GDP per capita at current prices (RM)) and social (X16:
population (000)) datasets were sourced from the Malaysia Energy Information Hub (MEIH).
Additionally, the economic datasets (X17: exports goods and services (constant 2015 US$);
X18: imports goods and services (constant 2015 US$); X19: Foreign Direct Investment (FDI)
net inflows (% in Gross Domestic Product (GDP)); X20: FDI net outflows (% in Gross Domes-
tic Product (GDP)); X21: share of manufacturing in GDP (%); X22: world crude oil (US$)),
environmental (X23: carbon dioxide (CO2) by coal (tonnes); X24: CO2 by gas (tonnes); X25:
CO2 by oil (tonnes)), and social (X26: percentage urban (%)) were sourced from Our World
In Data (OWID).

These datasets are sourced from reputable open-access databases, widely utilized in aca-
demic publications by leading publishers such as Elsevier and Springer, the selection of these
sources was based on their credibility, open-access nature, and comprehensive coverage of rel-
evant determinants that align with this study’s objectives. Additionally, the datasets were
structured in Comma-Separated Value (CSV) format. In this study, the annual final elec-
tricity consumption (Y ) served as the endogenous variable, while the remaining variables
(Xi; i = 1, 2, , 26) represented potential determinants directly and indirectly impacting Y .
It is noteworthy that all variables involved in this study were a mix of discrete and continuous
determinants which were selected based on literature and the core pillars of SDGs encompassing
economic (X4,X5,X6,X7,X8,X9,X10,X11,X12,X13,X14,X15,X17,X18,X19,X20,X21 ,
and X22), environmental (X1,X2,X3,X23,X24, and X25) and social (X16 and X26), high-
lighting the quantitative research nature of this study. However, due to the large number of
potential determinants, this article does not delve into the specific impact of each determinant
but focuses on the core SDG pillars discussed in the previous section.

In verifying the quality of the datasets acquired from these databases and conducting data
exploration, this study utilized frequency distributions to tabulate the occurrence of missing
values, confirming that no missing values were present in the acquired datasets. This approach
was essential to avoid the need for imputation, thereby preserving the integrity of the time-
series datasets. In simpler terms, imputing missing values, such as row omissions, or utilizing
techniques like Probabilistic Principal Component Analysis-based (PPCA-based) algorithms,
was unnecessary since no missing values were identified in the acquired datasets. Additionally,
graphical representations such as line graphs were employed for each acquired variable to ver-
ify data quality, ensuring that the datasets exhibited equally successive time points, thereby
overcoming misconceptions from previous studies detailed in Section 2. The correlogram and
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Shapiro-Wilks normality test were also employed to explore the linear association among the
variables and the normality of each variable, respectively. Furthermore, the first four statistical
L-moments were utilized for summarizing the core characteristics of all variables. Mathemat-
ically, L-mean (LM1), L-Coefficient of variation (LM2), L-Skewness (LM3), and L-Kurtosis
(LM4) can be expressed in Equations (1)-(4).
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where n represented the sample size of the acquired time-series datasets,

(
.
.

)
, represented the

combination function,λj; j = 1, 2, ..., n represented the j th measurements of time-series dataset
of size n corresponding to each Y =

[
yj
]
n×1

and X i; i = 1, 2, ..., 26 and ·j;n represented the
order statistics.

3.3 Data Preparation

Data exploration during the data understanding phase provided insights into hidden patterns
within the acquired time-series dataset. Consequently, the primary aim of the data prepa-
ration phase, also known as data wrangling, was to prepare the final dataset for modeling.
This included data selection, cleaning, transformation, construction, integration, formatting,
splitting, and feature engineering. However, data normalization and data construction were
not applied in this study. Data normalization, a technique frequently employed to scale or
transform determinants into a specific range, was deemed unnecessary for the proposed pre-
dictive algorithms, as the acquired datasets were in a suitable quantitative form for modeling.
Additionally, since the acquired time-series datasets were in quantitative form, they could be
straightforwardly utilized for modeling, making the creation of dummy variables for qualitative
variables unnecessary.

For data selection, all aforementioned acquired variables were included in this study. Re-
garding data cleaning, outlier detection was performed utilizing the 1.5 interquartile range
(IQR) and 3IQR rules to identify mild and extreme outliers, respectively. Mild outliers were
identified as observations falling below the Lower Inner Fence (LIF) (Equation 5) or exceeding
the Upper Inner Fence (UIF) (Equation 6) of the 1.5IQR rule. Extreme outliers were defined as
observations below the Lower Outer Fence (LOF) (Equation 7) or exceeding the Upper Outer
Fence (UOF) (Equation 8) of the 3IQR rule. To address extreme outliers, a capping technique
was applied by replacing them with the LOF and UOF limits, thereby retaining the datasets
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structure while minimizing the impact of extreme values. No adjustments were required for
mild outliers, as they did not significantly impact the overall data distribution.

LIFi = Q1(λi)− 1.5(Q3(λi)−Q1(λi)) (5)

UIFi = Q3(λi) + 1.5(Q3(λi)−Q1(λi)) (6)

LOFi = Q1(λi)− 3(Q3(λi)−Q1(λi)) (7)

UOFi = Q3(λi) + 3(Q3(λi)−Q1(λi)) (8)

where Q1(λi) and Q3(λi) represented the 25th and 75th percentile observation of the acquired
time-series of λ =

[
λj
]
n×1

corresponding to each Y and X i respectively.
Given that the time-series datasets in this study were sourced from three primary open-

source databases, they were integrated to prepare for modeling, and compiled into a medium-
dimensional dataset stored in a CSV file. The compiled dataset was divided into training
and test sets utilizing various pre-defined TTR of 60:40, 70:30, 80:20, and 90:10, following the
holdout cross-validation method for evaluating predictive performance. The rationale behind
utilizing different TTRs was to determine the appropriate sample size for training a robust
modified stacked ensemble AI-based predictive algorithm while evaluating overfitting. The
ideal TTR depends on factors such as data quality and dimensionality, with smaller data
dimensions requiring larger training ratios to improve algorithm performance. While feature
engineering is an essential part of data preparation, the detailed feature engineering process,
such as feature selection is discussed in a separate section. This is because the feature selection
performed in this study was specifically tailored to the proposed modified stacked ensemble
AI-based predictive algorithms.

3.4 Modeling

The divided training set based on various pre-defined TTRs was utilized for training a parsi-
monious modified stacked ensemble multivariable AI-based predictive algorithm, which is the
primary objective of data mining in this article. To pursue this objective, a well-established
automated wrapper stepwise features selection (AWSFS) method was utilized, combining for-
ward selection and backward selection methods associated with SLR-MLR and SLR-MNLR
predictive algorithms in resulting a parsimonious predictive algorithm, where MLR and MNLR
predictive algorithms as expressed respectively in Equations (9)-(10) were employed. It is noted
that the SLR predictive algorithm, while not specified in this article, represents a special case
of the MLR predictive algorithm, sharing closely similar mathematical equations.

ŷ = β̂0 +
25∑
i=1

β̂iXi (9)

ŷ = exp

(
β̂0 +

25∑
i=1

β̂iXi

)
(10)

This study emphasized that both MLR and MNLR predictive algorithms employed a ma-
chine learning approach distinct from the classical statistical modeling approach. Furthermore,
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the proposed modified stacked ensemble multivariable AI-based predictive algorithms (SLR-
MLR and SLR-MNLR) were adapted from the traditional stacked ensemble concept in machine
learning. In traditional stacked ensembles, multiple machine learning algorithms are utilized
at the base layer, with a meta-predictive algorithm assigning specific weights to the outcomes.
However, this classical approach frequently suffers from challenges related to interpretability
and complexity in weight assignment, making it impractical in certain contexts such as energy
prediction.

To overcome these challenges, this study utilized a modified stacked ensemble approach
that employed a single predictive algorithm at the base layer, which enhanced interpretabil-
ity and reduced complexity. Specifically, the SLR predictive algorithm was selected for the
base layer to forecast future observations for each statistically significant determinant in the
resulting parsimonious SLR-MLR and SLR-MNLR predictive algorithms. This approach en-
abled the MLR and MNLR predictive algorithms to serve dual roles. They were not merely
a meta-algorithm for combining forecasts but also crucial components in the feature selection
process via the AWSFS method. The inclusion of the SLR-MNLR predictive algorithm as an
effectiveness comparison was particularly relevant, given that Malaysias annual electricity con-
sumption exhibits a compound growth pattern, which aligns with Equation (10) and captures
these complex relationships more effectively.

In pursuit of the parsimony principle, this study initiated the feature selection process uti-
lizing the AWSFS method to refine the feature set. AWSFS combines forward selection and
backward selection elimination, iteratively adding and removing variables to identify a sub-
set of determinants that minimizes the Akaike Information Criterion (AIC). AIC serves as a
statistical measure that balances algorithm complexity and GoF, guiding the selection of a
parsimonious predictive algorithm. While AWSFS provided an initial set of selected deter-
minants, further refinement was carried out through rigorous statistical hypothesis testing for
each X i. Merely those determinants with a statistically significant impact on Y were retained
for inclusion in the proposed modified stacked ensemble multivariable AI-based predictive al-
gorithm. Specifically, this study employed the parametric t-test to assess the significance of
each determinant, ensuring that non-significant determinants were excluded. This process of
determinant refinement is essential to ensure the final predictive algorithms include merely the
most relevant determinants, thus enhancing both the performance and interpretability of the
proposed modified stacked ensemble multivariable AI-based predictive algorithm.

This dual-layer approach ensured the final predictive algorithm was both parsimonious
and statistically robust, preserving its predictive accuracy while avoiding overfitting. Notably,
Equation (10) employed in this study differs slightly from the predictive algorithm proposed by

[25], which utilized ŷ = β̂0exp
(∑25

i=1 β̂ilog(Xi)
)

, where log(·) denoted the natural logarithm

utilized for dataset stabilization. By integrating AWSFS and statistical hypothesis testing,
this study ensured the proposed modified stacked ensemble multivariable AI-based predictive
algorithm effectively balances simplicity and predictive performance.

Moreover, Ayodele et al. [25] advocate for the Non-Linear Least-Squares (NLLS) method
for estimating regression parameters. In contrast, this study advocated for the Ordinary Least
Squares (OLS) parameters estimation method post-linearization of Equation (10). The ra-
tionale behind this selection is twofold: first, OLS offered computational efficiency suitable
for medium-dimensional time-series datasets, avoiding the prolonged convergence times and
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resource-intensive computations associated with NLLS. Second, OLS provided stable parameter
estimates, less susceptible to divergence caused by inappropriate initial guess values frequently
encountered with NLLS.

Regarding the impact of post-linearization, the transformation was introduced by applying
the logarithmic function to both sides of Equation (10) to stabilize the data and make the
relationship between variables more linear, which is a necessary condition for the OLS pa-
rameters estimation method to perform effectively. Importantly, this transformation does not
compromise the integrity of the original dataset. While it changes the form of the equation,
it preserves underlying relationships among the variables, ensuring that the modeling process
remains consistent with the data’s original structure. This leads that despite the linearization,
the datasets integrity is retained, and the transformation aligns with the mathematical princi-
ples that underpin the predictive algorithm. Consequently, OLS remains a robust and efficient
method for parameter estimation in this context, providing a practical and efficient alternative
to NLLS in complex time-series modeling scenarios.

Furthermore, traditional predictive algorithms such as ARIMA and MLR were not em-
ployed as benchmarks in this study. ARIMA is a univariate predictive algorithm that does not
account for economic, environmental, and social determinants, representing a research gap this
study aims to address. Similarly, the MLR predictive algorithm, when not associated with a
stacked ensemble, is limited for short-term forecasting, as discussed in Section 4.2. These limita-
tions highlight the principal reason ARIMA and MLR predictive algorithms are inappropriate
as benchmark comparisons for the proposed modified stacked ensemble AI-based predictive
algorithm. This further emphasizes the advantages of the proposed predictive algorithm in
addressing the complexities of the datasets.

Meanwhile, the ANN-based predictive algorithm was also not utilized as a benchmark in this
study due to several limitations. While ANN-based predictive algorithms can automatically
perform feature selection, they do not provide statistical evidence, such as p-value, which
can lead to sub-optimal decision-making and interpretability. Moreover, the complexity of
determining the optimal number of epochs, hidden layers, and neurons, along with constraints
related to forecasting future electricity consumption, limits their practical applicability for this
study.

In contrast, the univariate SLR-ε-SVR predictive algorithm was employed for benchmark
comparison. Unlike the ARIMA predictive algorithm, it does not suffer from similar limita-
tions and allows effective incorporation of identified significant determinants. Moreover, its
methodology closely resembles that of the proposed multivariable AI-based predictive algo-
rithm, making it a more suitable selection for comparison. Additionally, while Chuan et al.s
predictive algorithm employed a univariate approach that focused on a narrower set of variables,
this study proposed a predictive algorithm that adopts a multivariable framework. This ap-
proach integrates multiple significant determinants identified through robust statistical testing
on the feature selection stage, reflecting a broader scope and higher flexibility in modeling com-
plex relationships, particularly in the context of electricity consumption impacted by diverse
economic, environmental, and social factors.
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3.5 Evaluation

The evaluation phase aimed to technically assess the trained AI-based predictive algorithms,
focusing on results evaluation, reviewing processes, and determining the next steps, whether
to iterate previous phases, initiate new projects, or proceed to deployment. For this study, the
evaluation of the results and the reviewing process were conducted by diagnosing overfitting
in the trained predictive algorithms and implementing a newly proposed systematic approach
based on nonparametric tests to verify its absence. This approach compared the GoF measures
evaluated across training and test sets utilizing pre-defined ratios. Specifically, parameters for
both SLR-MLR and SLR-MNLR predictive algorithms were estimated utilizing the OLS pa-
rameters estimation method. The adequacy of the predictive algorithms was assessed based on
principal assumptions reliant on the OLS parameters estimation method, including normality,
homoscedasticity, independence of residuals, and multicollinearity, verified through utilizing
the nonparametric, including Shapiro-Wilks normality test, Breusch-Pagan test, Run test, and
Variance Inflation Factor (VIF), with a threshold value of 10. The diagnostic check for these
OLS assumptions is critical for ensuring the reliability and interpretability of the resulting
parsimonious predictive algorithm. Importantly, since these statistical tests are nonparamet-
ric, they are not tied to the normality assumption typically required by traditional parametric
statistical tests, enhancing their applicability in this context.

Furthermore, this study proposed a systematic approach to monitor overfitting, aiming to
improve upon conventional approaches reliant solely on the adjusted-R2. While high adjusted-
R2 values typically indicate superior predictive algorithm fit, however, it may conflict with
other GoF measures. To provide a rigorous evaluation, this study introduced the nonparamet-
ric Wilcoxon Signed Ranked (WSR) test to verify for overfitting. GoF measures considered
included Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute
Percentage Error (MAPE) as defined in Equations (11)-(13).

RMSEk =

√√√√ 1

n

n∑
j=1

(
yjk − ypredjk

)2
(11)

MAEk =
1

n

n∑
j=1

∣∣∣yjk − ypredjk

∣∣∣ (12)

MAPEk =
100

n

n∑
j=1

∣∣∣∣∣yjk − y
pred
jk

yjk

∣∣∣∣∣ (13)

where ypredjk ; k = 1, 2, ..., 10 represented the predicted annual electricity consumption based on
the k th trained AI-based predictive algorithm.

Mathematically, these GoF measures quantify the discrepancy between yjk and ypredjk uti-
lizing various similarity distance metrics. These measures approach zero when the predictive
algorithms achieve a superior fit to the data. Each metric has distinct statistical properties
that complement one another in monitoring predictive performance. RMSE penalizes larger
errors more heavily due to the squaring of errors, making it particularly suitable for applica-
tions where significant deviations are highly undesirable. This property aligns with minimizing
squared errors in regression, where the least-squares estimation method is widely utilized due
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to its optimality under normal error distribution assumptions. MAE computes the average of
absolute errors, treating all discrepancies equally. While this makes MAE less sensitive to the
magnitude of errors compared to RMSE, it is not inherently robust to outliers. Its effectiveness
in a limited data environment depends on the data preparation phase, such as mitigating the
impact of anomalies. MAPE provides the average percentage of relative error, making it easy
to interpret and compares across difference scale.

In summary, these metrics offer complementary insights into algorithms predictive perfor-
mance. RMSE emphasizes large deviations, MAE provides a straightforward average of abso-
lute errors, and MAPE enables percentages-based error interpretation, making them collectively
useful across a range of data scenarios, including limited data environment when supported by
appropriate data preparation. Additionally, adjusted-R2 was excluded from consideration in
this study due to its tendency to indicate predictive algorithm adequacy based on sample data
fit, which may conflict with other GoF measures. Following a linear progression through the
CRISP-DM data science methodology, therefore the next step of this study was the deployment
of the proposed modified stacked ensemble multivariable AI-based predictive algorithm rather
than iterating previous phases and initiating new projects.

3.6 Deployment

The deployment phase represented the final phase in executing pre-defined tangible business
and data mining objectives, aimed at improving decision-making and operational efficiency.
This phase encompassed planning deployment, monitoring, and maintenance, producing a final
report, and reviewing the research. Deployment efforts ranged from presenting a final report
to stakeholders to potentially developing a technological prototype for commercialization. In
this study, the deployment phases focused on achieving Technology Readiness Level 3 (TRL3)
by planning deployment and producing a final report. The superior predictive algorithm was
deployed to forecast the future 5-year annual electricity consumption for business and data
mining purposes, and the proof-of-concept, as presented in Section 4, was documented in a
final report.

To gather constructive feedback from experts in related fields, the predictive results were also
submitted as a research manuscript to a relevant journal for peer review. Although this study
remains at TRL3, with no immediate plans for monitoring or maintenance, it acknowledges
the current reliance on historical datasets as a limitation. This approach reflects the focus
on establishing foundational insights and validating the algorithms predictive capabilities in a
controlled environment.

While the integration of real-time data streams from environmental and economic clustered
determinants is beyond the scope of this study, it is recognized as a significant area for future
research. Similarly, the findings lay the groundwork for potential real-world applications, such
as embedding the predictive algorithm into operational energy management systems utilized by
utility managers and energy policymakers. Future efforts could focus on building user-friendly
dashboards, software platforms, or Internal of Things (IoT)-integrated tools to make predictions
actionable for decision-makers.

Additionally, future efforts could involve testing the proposed predictive algorithm with key
stakeholders, such as utility managers, energy regulators, and industrial users to gather invalu-
able feedback on its usability and functionality in practical decision-making contexts. These
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steps will ensure a gradual, cost-effective progression toward aligning the predictive algorithms
refinement, ensuring its alignment with industry needs and standards. Together, these efforts
will aid this study’s progress to higher TRL levels and ultimately exhibit commercialized value.

4 Analysis Results

The section presented a proof-of-concept based on analysis results utilizing real-world datasets,
which were fully analyzed utilizing Microsoft Excel and R for statistical analysis. This study
noted that analysis results did not correspond to every single phase of CRISP-DM data sci-
ence methodology due to their inappropriateness. However, this study presented them by
combining the first (business understanding, data understanding, and data preparation) and
the last (modeling, evaluation, and deployment) three phases as detailed in Sections 4.1-4.2,
respectively.

4.1 Business Understanding, Data Understanding, and Data Preparation

Table 1 provided a numerical summary utilizing the first four L-moments to analyze electric-
ity consumption across economic activity from 1980 to 2021, corresponding to the period for
which datasets were available from reputable open-source databases. The analysis revealed
that industrial economic activity exhibited the highest average electricity consumption, while
transportation economic activity had the lowest. This variation reflected the dependency on us-
age demand in various economic activities and socioeconomic growth in Malaysia. Meanwhile,
Table 2 focused on significant determinants selected utilizing AWSFS and parametric t-tests,
clustered based on the principal pillars of SDGs, including economic, environmental, and social
factors. Additionally, Table 2 included Shapiro-Wilk analysis to objectively assess the normal
distribution of each variable, avoiding subjective evaluations such as LM3 and LM4. Due to
the extensive number of variables considered, graphical or tabular representations of the cor-
relogram and outlier analysis were omitted. However, correlations between these determinants
and Y were investigated.

Determinants X12,X18, and X21 showed weak negative (−0.0196), weak negative (r −
0.2611), and weak positive (r = 0.0014) correlations with Y , respectively. In contrast, deter-
minants X3(0.3321), and X11(0.4407) displayed moderate positive correlations with Y . The
rest of the determinants exhibited strong correlations (|r| > 0.5 ) with Y , as classified based on
Chuan et al. [32]. Weakly and moderately correlated determinants with Y were retained during
this stage, even if they did prove significant in the proposed AI-based predictive algorithm
after adjusting for other determinants. Notably, the modeling analysis results indicated that
determinants such as X3,X11, and X21 were significant for the superior AI-based predictive
algorithm, as detailed in Section 4.2.

This study also noted that highly correlated pairs of determinants were not eliminated at
this stage due to potential sub-optimal decisions. These pairs provided early alerts regarding
multicollinearity. However, findings could alter with feature engineering and effect adjustments
in the modeling phase. Therefore, the elimination of highly correlated pairs of determinants
was not mandatory. Conversely, this study explored multicollinearity corresponding to the top-
ranked AI-based predictive algorithms through diagnostics checks when necessary. For mild and
extreme outliers detection, the analysis identified determinants with mild outliers, including
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X1,X2,X9,X11, and X19 while X11 exhibited extreme outliers. However, no corrections
were made for extreme outliers utilizing methods such as capping, as extreme outliers may
not necessarily represent influential observations, potentially impacting parameter estimation
accuracy. Future work proposed investigating superior methods beyond Cooks Distance to
identify influential observations fitting the acquired datasets.

Table 1: Numerical Summary Utilizing the First Four L-moments Across Economic Activity
(1980-2021).

Economic Activity Numerical Summary

LM1 LM2 LM3 LM4

Industrial∗ 2884.9048 0.4056 0.1219 0.0006
Commercial∗ 1857.6667 0.3893 0.1426 -0.0718
Residential∗ 1182.5476 0.4882 0.1304 -0.0257
Agriculture∗ 13.6905 0.7359 0.4841 0.0714
Transport∗ 10.1191 0.6704 0.3968 0.0454

Total∗ 5948.9286 0.4168 0.1300 -0.0377
*Economy activity is not statistically normal distributed

Table 1 provided comprehensive insights into the dataset, indicating that industrial and
transport economic activities had the highest and lowest average electricity consumption (LM1)
from 1980 to 2021. Since the 1970s, the government shifted focus to promoting export-oriented
industries, leading to significant changes in economic policies from inward-oriented trade to
outward-oriented industrialization. This transformation profoundly impacted the labor market
structure, with the commercial (wholesale and retail trade, accommodation, food, and bev-
erage) and industry (manufacturing) sectors experiencing rapid expansion in the 1980s and
becoming the largest contributors to national GDP. Statistical analysis of GDP at current
prices (RM million) from 1987 to 2020 across economic activities such as agriculture, construc-
tion, industrial, livestock, forestry and fishing, mining & querying, and transport supported
these findings [33].

In contrast, transportation economic activity indicated the lowest average electricity con-
sumption from 1980 to 2021. Policymakers launched the New Industrial Master Plan 2030
(NIMP 2030), complementing existing initiatives for Electric Vehicle (EV) development under
the National Automotive Policy (NAP), and budget incentives in 2022 and 2023 to boost de-
mand and charging infrastructure. However, the adoption of EVs in Malaysia remained low
due to market price disparities with Petrol Vehicles (PV), battery capacity and cost, charging
behavior, and compatibility, charging station availability, charging times, grid capability, lim-
ited traveling distance, and barriers related to renewable energy, and climate mitigation efforts
[34–37]. This was further supported by EV sales in Malaysia, where EVs accounted for merely
1.27% (10159 out of 799731 units) [38] of total vehicle sales in 2023, despite increasing demand
in 2022. Electrified vehicles (EV and hybrid) accounted for 4.78% (38214 out of 799731 units)
in 2023, highlighting low electricity consumption in transportation compared to other economic
activities in Table 1.

Moreover, Table 1 revealed variation (LM2) across economic activity due to dependency on
usage demand and socioeconomic growth in Malaysia [39]. While LM3 and LM4 could reflect
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the data distribution shape, their subjective justification could provide sub-optimal insights. To
address this limitation, this study utilized the Shapiro-Wilk test to assess normal distribution,
confirming non-normal distribution across electricity consumption datasets, including Y (total).

Table 2: Key Determinants of MLR and MNLR Predictive Algorithms: Insights into SDG
Pillars Across TTR

Table 2 extended the analysis to all determinants, revealing normal distribution exceptions
for X1,X2,X3,X8,X12, and X19. Despite non-normal distributions, the proposed AI-based
predictive algorithms adhered to OLS normality assumptions. Thorough diagnostic checks of
residuals ensured predictive algorithm reliability and robustness. Additionally, Table 2 detailed
significant determinants for SLR-MLR and SLR-MNLR predictive algorithms across different
TTR, selected via AWSFS and parametric t-tests. Significant determinants varied across TTR,
highlighting their impact on AI-based predictive algorithms. Section 4.2 discussed the selected
determinants significance, while superior modified stacked ensemble AI-based predictive algo-
rithms were evaluated beyond this stage.

4.2 Modeling, Evaluation, and Deployment

In Section 3.3, this article discussed that feature engineering such as determinant selection was
associated with training the proposed modified stacked ensemble multivariable AI-based pre-
dictive algorithms. To authenticate the effectiveness and select the superior proposed AI-based
predictive algorithm, this article also employed the superior univariate SLR-ε-SVR predictive
algorithm proposed by Chuan et al. [23]. This predictive algorithm was selected as a bench-
mark after comparing its effectiveness with other SVR-based predictive algorithms proposed
in the literature. The principal reason for employing the SLR-ε-SVR predictive algorithm
as the benchmark was its close resemblance to the proposed AI-based predictive algorithm.
In contrast, classical statistical-based time-series predictive algorithms exhibited different ap-
proaches compared to machine learning, and ANN-based predictive algorithms posed limita-
tions as highlighted in Section 3.4 including barriers to forecasting and interpretability. The
lack of forecasting and interpretability did not fulfill the data science scope of this study, mak-
ing classical statistical-based time-series and ANN-based predictive algorithms inappropriate
as benchmarks.
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Table 3: Internal and Predictive Performance Evaluation Utilizing GoF Measure Across TTR

The prediction evaluation results among SLR-ε-SVR, SLR-MLR, and SLR-MNLR across
different TTR were presented in Table 3. These results included both internal and hold-out
cross-validation analyses, utilizing selected GoF measures. Its important to note that the anal-
ysis results for the SLR-ε-SVR predictive algorithm were slightly different from those presented
in Chuan et al. [23], primarily due to differences in timescale coverage. Their analysis covered
the period from 1978 to 2020, whereas this study maintained consistency across variables with
a timescale spanning from 1980 to 2021. Additionally, GoF measures of SLR-MLR and SLR-
MLNR at 60:40 TTR were not available in Table 3. This was due to these predictive algorithms
being incompetent to train in the scenario with an n-to-number of determinants ratio (26:26)
approaching one, a considerably high-dimensional dataset. To address this challenge, one po-
tential solution was applying dimensional reduction or a Bayesian regression-based predictive
algorithm, which was beyond the scope of this article and could lead to biased decision-making
when compared with other predictive algorithms in Table 3 under different environments.

Based on these GoF measures between the split training and test sets presented in Table 3,
statistical hypothesis testing based on WSR verified that there was no statistical significance
of the GoF measures across all predictive algorithms corresponding to each TTR. This result
was further strengthened by utilizing a parametric bootstrap paired t-test with 10000 boot-
strap samples, which yielded similar analysis results. In simple terms, these inferential results
indicated the absence of overfitting for these predictive algorithms. Due to the difficulty in
identifying the superior predictive algorithm, this study proposed a novel ranking of the su-
periority of these predictive algorithms by taking the absolute difference average of the GoF
measures between training and test sets (MAD) as depicted in Table 3. Particularly, ranking
based on MAD was implemented by ordering the predictive algorithms in ascending order of
their MAD values, with the smallest MAD indicating superior performance due to minimal
deviation between the training and test sets. This approach was rational as there was no con-
flict among the GoF measures, and better predictive performance was indicated when these
GoF measures approached zero, addressing the limitations of decision-making approaches in
literature as highlighted in Section 2.

Consequently, the three top-ranked predictive algorithms (SLR-MLR with 90:10 TTR, SLR-
ε-SVR with 80:20 TTR, and SLR-ε-SVR with 90:10 TTR) were employed in forecasting 5-year
future electricity consumption as presented in Figure 2. This analysis revealed that the top-
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ranked predictive algorithms frequently required a high percentage of the training set, which
was consistent with machine learning theory as this study involved a limited sample size of
42. To ensure the validity, diagnostic analyses were conducted to verify the key pre-defined
assumptions of the SLR-MLR predictive algorithm. These include the Shapiro-Wilks normality
test for normality assumption (p-value=0.4760), the Breusch-Pagan test (p-value=0.9461) for
homoscedasticity assumption, and the Run test (p-value=0.0704) for independence assumption.
These analyses verified the adequacy of the SLR-MLR predictive algorithm.

These results support the adequacy of the SLR-MLR predictive algorithm. However, mul-
ticollinearity, assessed via VIF, was present and could inflate coefficient standard errors. While
this could impact coefficient interpretation, the robustness of predictions remained unimpacted,
as this study was identifying significant determinants rather than interpreting the estimated
regression coefficients of the SLR-MLR predictive algorithm. Furthermore, the small sample
size may obscure the practical effects of multicollinearity [40]. For both SLR-ε-SVR predictive
algorithms, which are semi-parametric predictive algorithms, the pre-defined assumptions were
not explicitly verified. This selection reflects the flexibility of these predictive algorithms, which
do not rely on strict parametric assumptions. To mitigate multicollinearity challenges, future
studies could employ methods such as Ridge regression, Principal Component Analysis (PCA),
or the Bayesian methods.

Figure 2: Vibration Signal of Square-shaped Stainless Steel Material at the Impact Force
459N.

Furthermore, the short-term forecasting of electricity consumption for the 5-year future was
reasonable as Figure 2 revealed a continual increase in electricity consumption in Malaysia. This
could be explained by global climate change, the expected continual growth of the Malaysian
population, and accumulated technological advancements due to the arrival of the Industrial
Revolution 4.0 (IR4.0), and several collaborative initiatives by policymakers in attracting po-
tential Domestic Direct Investment (DDI), and Foreign Direct Investment (FDI), especially in
the manufacturing, services and primary economic sectors [23,41,42]. This fact was further sup-
ported by the significant determinants included in the top-ranked AI-based predictive algorithm
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resulting from this study. These determinants includedX1,X2,X3,X4,X5,X6,X8,X9,X11,
X15,X21, and X22, belonging to the economic and environmental clusters. In summary, the
superior proposed modified stacked ensemble multivariable AI-based predictive algorithm in
this study proved invaluable for short-term forecasting and identifying significant determinants
impacting annual electricity consumption in Malaysia. Its applications spanned economic man-
agement, electricity security analysis, facility scheduling for electricity generation and distribu-
tion, and maintenance planning.

5 Conclusions and Recommendations

This study aimed to propose two innovative modified stacked ensemble multivariable AI-
based predictive algorithms (SLR-MLR and SLR-MNLR) for annual electricity consumption in
Malaysia, following the CRISP-DM data science methodology. To authenticate the effective-
ness of these proposed AI-based predictive algorithms, the previously proposed modified stacked
ensemble univariate AI-based (SLR-SVR) predictive algorithm was employed as a benchmark
comparison. It is noteworthy that classical statistical predictive algorithms were not considered
benchmarks due to their univariate nature, which limits interpretability. Similarly, ANN-based
predictive algorithms for electricity-relevant predictions in the limited Malaysian literature were
not utilized as benchmarks, as they were merely limited to predictive performance evaluation
and were inadequate for forecasting.

To pursue this principal objective, open-source datasets were acquired from three well-known
databases, including CCKP, MEIH, and OWID in CSV format. These time-series datasets un-
derwent the necessary preprocessing before being integrated and split into training and test
sets utilizing pre-defined TTRs. Specifically, the TTRs considered in this study included 60:40,
70:30, 80:20, and 90:10. Consequently, a total of ten AI-based predictive algorithms, comprising
SLR-ε-SVR, SLR-MLR, and SLR-MNLR were trained across these TTRs. The analysis results
revealed that SLR-MLR with a TTR of 90:10 outperformed SLR-ε-SVR, and SLR-MNLR across
all TTRs, as ranked by the lowest MAD between the average of GoF measures of training and
test sets. Additionally, the analysis identified that economic (coal and coke supply (X4), crude
oil supply (X5), natural gas supply (X6), crude oil import (X8), diesel import (X9), coal
export (X11), Gross GDP per capita at current prices (X15), share of manufacturing in GDP
(X21), world crude oil (X22)), and environmental (average minimum surface air temperature
(X1), average maximum surface air temperature (X2), and annual precipitation (X3)) clus-
tered determinants significantly impacted electricity consumption in Malaysia, unlike the social
clustered determinants.

In summary, this article presented dual contributions aimed at both academic and industrial
applications. Academically, this study proposed the SLR-MLR predictive algorithm, enhancing
predictive efficiency and interpretability from a practical perspective. This study also proposed
a systematic approach to evaluate and mitigate overfitting in supervised learning scenarios uti-
lizing time-series datasets. Industrially, this study introduced a practical multivariable AI-based
predictive algorithm designed for computational efficiency. This predictive algorithm proved
invaluable for short-term forecasting and identifying significant determinants impacting annual
electricity consumption in Malaysia. Its applications include economic management, electricity
security analysis, facility scheduling for electricity generation and distribution, and mainte-
nance planning. These practical benefits align with Malaysias economic and environmental
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sustainability goals as outlined in the Twelfth Malaysia Plan, the Madani Economy Frame-
work, the National Energy Policy 2022-2040, and the National Energy Transition Roadmap
(NETR) agenda.

Future research directions include refining the predictive algorithm by investigating ex-
treme outliers that may influence parameter estimation accuracy and integrating the three
top-ranked modified stacked ensemble AI-based predictive algorithms for improved robustness
beyond pre-defined OLS assumptions. The inclusion of carbon tax determinants, expected to
be implemented in 2026, is also recommended to enhance the predictive algorithms relevance
for sustainable energy planning. A key limitation of this study lies in its reliance on historical
datasets, which underscores the need to transition to real-time data streams from environmental
and economic clustered determinants to improve forecasting accuracy and applicability.

To advance real-world applications, this study recommends embedding the predictive al-
gorithm into operational energy management systems utilized by utility managers and energy
policymakers. Additionally, user-friendly tools such as dashboards, software platforms, or In-
ternal of Things (IoT)-integrated systems should also involve testing the proposed predictive
algorithm with key stakeholders, including utility managers, energy regulators, and industrial
users, to refine its functionality and usability in practical contexts. By addressing these areas,
this study aims to progress from its current TRL3 to higher TRLs, ensuring alignment with
industry needs and fostering commercial value.
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