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Abstract Environmental studies, such as monsoon analysis, require examining relation-
ships between multiple linear variables like wind speed, humidity, and temperature, with
consideration of errors in each variable. Outliers in the data may affect the accuracy of
analysis. This study aims to develop and validate a novel method for detecting outliers in
simultaneous linear functional relationship model (LFRM) using the COVRATIO statis-
tic. The objectives include deriving cut-off points for outlier detection using Monte Carlo
simulations and demonstrating the method’s effectiveness on synthetic and real-world
environmental datasets from Malacca. The findings confirm that the proposed method
accurately identifies outliers, with detection performance improving as the variance of data
contamination increases. Application to Malacca’s environmental data during the 2020
southwest monsoon season revealed significant outliers in the relationship between wind
speed and humidity, while no outliers were found for wind speed and temperature. Re-
moving detected outliers resulted in improved parameter estimates and reduced variance,
enhancing the reliability of the LFRM. Data normality was verified through Q-Q plots and
the Kolmogorov-Smirnov test statistic, demonstrating the robustness and applicability of
the method in environmental studies.
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1 Introduction

The study of outliers is as old as the field of statistics itself, underscoring its critical importance.
An outlying observation, or ”outlier,” is defined as a data point that deviates significantly from
other sample members [1] According to Hampel et al. [2] , a typical dataset may contain between
one to ten percent outliers, and even the highest-quality data can include some level of outlier
presence. The presence of a single outlier can significantly affect parameter estimates, leading
to unreliable results [3]. Over the years, researchers have developed numerous techniques
to identify outliers in linear data, as demonstrated by Grubbs [4], Sebert et al. [5] , Adnan
et al. [6], and more recently, Arifet al. [7, 8] . Outlier detection has practical applications in
various fields, including fraud detection, robust statistical analysis, and quality control, where
identifying anomalies or irregularities is crucial for maintaining data integrity and ensuring
accurate results [1].

Among the various methods for outlier detection, the COVRATIO statistic has become a
widely used approach, particularly for identifying outliers in linear regression models, due to its
ability to assess the influence of data points on the stability of parameter estimates [9]. The
application of COVRATIO statistic has expanded over time. For instance, it was adapted for
bivariate linear functional relationship models (LFRM) involving circular variables, utilising
the covariance matrix of parameter estimates [10]. Ghapor et al. [11] developed COVRATIO
statistic specifically for bivariate LFRM involving linear variables. Arif et al. [3] further refined
the use of COVRATIO statistic in linear replicated LFRM to identify influential observations
or outliers. The COVRATIO statistic, a simple and widely used method, is reliable for outlier
detection in LFRM [7]. However, existing methodologies have not yet developed an outlier
detection method in simultaneous LFRM for linear variables.

To address these gaps, this study presents a novel derivation of the COVRATIO statistic
specifically designed to detect outliers in simultaneous LFRM. The importance of this advance-
ment lies in its ability to improve the accuracy of parameter estimates by effectively identifying
and mitigating the influence of outliers, thereby enhancing model reliability and applicability.
The significance of this new method is demonstrated through Monte Carlo simulations and ap-
plications to synthetic and real-world environmental datasets. By establishing cut-off points for
outlier detection and validating the method across diverse scenarios, this study bridges the gap
between existing outlier detection techniques and the unique challenges posed by simultaneous
LFRM. These advancements have critical implications for various fields, including environ-
mental monitoring, econometrics, and engineering, where accurate modeling of interdependent
variables with measurement errors is essential [3].

2 Methodology

2.1 Linear Data

Linear data refers to a datasets where data points follow a linear trend, suggesting a straight-line
relationship between variables. These datasets typically follow a normal distribution, which aids
in analysing underlying patterns and trends [12]. In this study, we assess the data distribution
by applying the Q-Q plots and Kolmogorov-Smirnov test statistic, which helps reveal any
deviations from normality.
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2.2 Simultaneous Linear Functional Relationship Model

The error-in-variables model (EIVM) takes into account errors in both X and Y variables
[13]. The functional relationship model, part of the broader EIVM category, accounts for
measurement inaccuracies in both independent variable, X and dependent variable, Y [1,
12, 14, 15]. Unlike traditional linear regression, which assumes no error in X , the EIVM
corrects for biases and inconsistencies [16]. These errors are common in fields like econometrics,
environmental sciences, and engineering [17].

Ghapor et al. [11,18] identify the outliers in bivariate LFRM using the COVRATIO statistic.
Jamaliyatul et al. [19] extends the bivariate LFRM to simultaneous LFRM for linear variables,
allowing for the exploration of multiple linear relationships while accounting for measurement
errors. This study will derive COVRATIO statistic to detect the outlier in simultaneous LFRM.

Let the variable Yji(j = 1, ..., q; i = 1, ..., n) and Xi = (i = 1, ..., n) related by simultaneous
LFRM of Yj = αj + βjX , where n is the number of data point in dataset and q is the number
of response variables [19]. Consider a data point represented as (xi, yji) , where it aligns with
the assessment of the actual values of (Xi, Yji) with some random error [19]. The random error
δi and εji are presumed to follow a normal distribution with δi ∼ N(0, σ2

i ) and εji ∼ N(0, τ 2j ) ,
respectively [19].

The model of simultaneous LFRM based on [19], can be written as follows:

Yj = αj + βjX, (1)

where xi = X + δj and yji = Yji + εji for j = 1, ..., q; i = 1, ..., n.

The ratio of error variances is known, denoted as λ =
τ2j
σ2 for all findings across both variables

[12,19]. Consequently, there are (p+ q + 1) parameters to be estimated, namely αj, βj, σ
2 and

Xi . The log-likelihood function equation of the model is as follows.

log L = −nlog(2π)− n

2
logλ− nlogσ2

i −
1

2σ2
i

{ ∑n
i=1(xi −Xi)

2

+ 1
λ

∑q
j=1

∑n
i=1(yji − αj − βjXi)

2

}
(2)

The equation for α̂j, β̂j, σ̂2
i and X̂i given by

α̂j = yj − B̂jx, (3)

where yj = 1
n

∑n
i=1 yji and x = 1

n
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where

Sxx =
n∑
i=1

(xi − x)2;



Nur Ain Al-Hameefatul Jamaliyatul et al. / MATEMATIKA 41:1 (2025) 17–36 20

Syy =
n∑
i=1

(yji − yj)2.

and

Sxy =
n∑
i=1

(xi − x)(yi − y).

σ̂2 =
1

n− 2

{
n∑
i=1

(xi −Xi)
2 +

1

λ

q∑
j=1

n∑
i=1

(yji − αj − βjXi)
2

} (6)

2.3 Covariance Matrix using Fisher Information Matrix

The covariance matrix of α̂j and β̂j is derived using Fisher Information Matrix [19]. The Fisher
information matrix is as follows,

F =

(
p
λσ2

1
λσ2

∑p
i=1 X̂i

1
λσ2

∑p
i=1 X̂i

1
λσ2

∑p
i=1 X̂

2
i

)
. (7)

Thus, the variance and covariance of α̂j and β̂j are

ˆV ar(α̂j) =

(
λ+ β̂2

j

)
σ̂2β̂j

Sxy

{
x̄2(1 + T̂ ) +

Sxy

pβ̂j

}
, (8)

ˆV ar(β̂j) =

(
λ+ β̂2

j

)
σ̂2β̂j

Sxy
{1 + T̂}. (9)

ˆCov(α̂j, β̂j) =

(
λ+ β̂2

j

)
σ̂2β̂jx̄

Sxy
{1 + T̂}, (10)

where

T̂ =
pλβ̂jσ̂2

(λ+ β̂2
j )Sxy

.

In this study, we propose that the determinant of the covariance matrix for the simultaneous
LFRM is expressed as follows:

|COV |j = ˆV ar(α̂j) ˆV ar(β̂j)− ˆCOV (
ˆ

αj, β̂j)
2. (11)

where where Equation (8), (9) and (10) are utilised to obtain covariance matrix for the simul-
taneous LFRM, that is to be used in finding the cut-off point in outlier detection. Therefore,
the covariance matrix is shown in Equation (12).
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|COV |j =

 n

λσ2
i

−

(
1

λσ2
i

n∑
i=1

X̂i

)(
1

λσ2
i

n∑
i=1

X̂2
i

)−1(
1

λσ2
i

n∑
i=1

X̂i

)−1
(
λ+ β̂2

j

)
σ̂2
i β̂j

Sxy
{1 + T̂} −

(
(λ+ β̂2

j )σ̂
2
i β̂jx̄

Sxy
{1 + T̂}

)2
(12)

2.4 Development of a Cut-off Formula for Detecting Outliers in Simultaneous
Linear Functional Relationship Model

The COVRATIO statistic for the ith observation, where j = 1, ...q , is expressed as

|COV RATIO(−1) − 1|j =
|COV |j
|COV(−1)|j

(13)

• Numerator (|COV |j): This represents the determinant of the covariance matrix for the
complete dataset, which includes all observations.

• Denominator (|COV(−1)|j): This represents the determinant of the covariance matrix after
removing the ith observation.

The formula calculates the relative change in the determinant of the covariance matrix when
a specific observation, ith is removed [11,18]. If the calculated value exceeds a predefined cut-off
threshold, it indicates that the ith observation is an outlier [11, 18]. These cut-off values are
determined through simulation studies to ensure their reliability and effectiveness in detecting
outliers [11,18].

2.5 Simulation Study for Developing of Cut-off Formula for Outlier Detection

From the Monte Carlo simulation method, the cut-off points for the COVRATIO statistic
are derived to detect outliers in the simultaneous LFRM when q = 2 [18]. For the simulation,
sample sizes of n = 30, 50, 100, 150, 200, 250, and 500 are used, along with five different standard
deviation of error, τj = 0.2, 0.4, 0.6, 0.8 and 1.0 , respectively. A set of normal random errors is
generated from the normal distribution with mean 0 and error variance, τ 2j , respectively, for
each sample size of n and τj [18]. Assuming the variance of the error term of δ1, ε1 and ε2 to
be equal, the following procedure is carried out:

First, generate a random Xi of sizen , with i = 1, 2, 3, ..., n, where n is the sample size [11,18].
Without loss of generality, the slope and y-intercept parameters of simultaneous LFRM are fixed
at α1 = 0, α2 = 0, β1 = 1 and β2 = 1 , respectively. Then, generate three random errors δ1, ε1
and ε2 from δ1 ∼ N(0, σ2

i ) and εj ∼ N(0, τ 2j ) , respectively. Assuming the errors are equal.
Next, compute the values of x, y1 and y2 . Afterward, fit the generated data to the parametric
simultaneous LFRM and calculate |COV |j by using Equation (11).

The next step involves excluding the ith row from the generated sample for y1 and y2 , where
i = 1, 2, 3, ..., n, . Then, for all i, repeat step 4 till step 6 to obtain |COV(−i)|1 and |COV(−i)|2 .
After that, calculate |COV RATIO(−i)|1 and |COV RATIO(−i)|2 use equation (12) for all i [18].
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Finally, identify the maximum value of |COV RATIO(−i)−1|1 for y1 and |COV RATIO(−i)−1|2
for y2 for all i.

This process is repeated 10,000 times for each combination of sample size n and standard
deviation of error, τj [18]. Following this, the upper percentiles of the maximum values of
|COV RATIO(−i)− 1|1 and |COV RATIO(−i)− 1|2 for all i are computed [11,18]. Power series
equations derived from the graph of these percentiles are used as cut-off points for detecting
outliers in the simultaneous LFRM for y1 and y2 [18].

3 Results and Discussion

3.1 Power Series in Finding the Cut-off Points for Outlier Detection

The cut-off points for y1 and y2 are determined at 5% upper percentile by graphing the power
series curves [18]. The 5% upper percentiles of the highest values of |COV RATIO(−i) − 1|1
and |COV RATIO(−i) − 1|2 for each τj are averaged [11, 18]. The power series graph curves
of 5% upper percentile are shown as illustrated in Figure 1 and Figure 2. The R2 value, or
the coefficient of determination, in a power series graph indicates the quality of fit for the
regression model. It reflects the proportion of variance in the dependent variable explained by
the independent variables. The graphs reveal that R2 values are nearly 1, indicating a strong
fit.

Figure 1: Power series graph used to establish the cut-off points formula for the 5% upper
percentiles of y1.
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Figure 2: Power series graph used to establish the cut-off points formula for the 5% upper
percentiles of y2.

The curves are fitted using the power series formula through the least squares method [18].
The cut-off points formula is obtained as y1 = 4.2463n−0.24 and y2 = 4.262n−0.241 for 5%
upper percentiles show that the average of the maximum values decreases as the sample size,
n increase. From Figure 1 and Figure 2, the R2 values are closer to 1, which indicate that the
power series models provide a strong fit for the data, confirming the reliability of the formulas
in capturing the cut-off trends. These findings are critical for identifying appropriate thresholds
in statistical analyses, particularly for detecting outliers.

3.2 Power of Performance of COVRATIO statistic

The power of performance of highest values of |COV RATIO(−i)−1|1 for y1 and |COV RATIO(−i)−
1|2 for y2 is examined using the Monte Carlo simulation method to evaluate the effective-
ness of identifying an outlier in the simultaneous LFRM. Three distinct sample sizes, namely
n = 50, 70, 150 and 500 are employed accordingly. Outliers are randomly introduced at a spe-
cific observation, such as the dth observation in assessing the performance of the COVRATIO
statistic [11,18]. In this study, we introduce the outlier during the 20th observation. For the
outlier at the 20th observation, we generate the data of y1 and y2 from the normal distribu-
tion with mean zero and variance of contamination, σ2

δ , where σ2
δ = 0, 6, 8, 10, 12, 14 and 16,

respectively [8, 11,20].
The simulated data is then fitted into the simultaneous LFRM using Equation (1), and then

the |COV |1 and |COV |2 are computed using equation (12). Later on, the ith row is subsequently
removed from the sample of y1 and y2, where i = 1, ..., n . The removed data is refitted by
computing |COV RATIO(−i) − 1|1 and |COV RATIO(−i) − 1|2 using equation (13) [18]. The
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highest values of the |COV RATIO(−i)− 1|1 statistic of y1 and |COV RATIO(−i)− 1|2 statistic
of y2 are determined by estimating the percentage of correctly detecting the contaminated
observation at the 20th observation [11,18].

The power of performance for a fixed τj is explored, and the sample sizes, n are var-
ied [18]. Table 1 presents the power of performance of |COV RATIO(−i) − 1|1 for y1 and
|COV RATIO(−i) − 1|2 for y2 when n = 50, 70, 150 and 500.

Table 1: Power of performance for highest values of |COV RATIO(−i) − 1|1 and
|COV RATIO(−i) − 1|2 when τi = 0.2 for y1 and y2 .

n Variance of Power of Power of
contamination,σ2

δ performance for y1 performance for y2

50

0 99.75 99.76
2 99.98 99.98
4 99.99 99.99
6 100 100
8 100 100
10 100 100
12 100 100

70

0 99.76 99.77
2 99.99 99.99
4 99.99 99.99
6 100 100
8 100 100
10 100 100
12 100 100

150

0 99.8 99.85
2 99.99 99.99
4 100 100
6 100 100
8 100 100
10 100 100
12 100 100

500

0 99.85 99.86
2 100 100
4 100 100
6 100 100
8 100 100
10 100 100
12 100 100

Table 1 presents the power of performance for highest values of |COV RATIO(−i) − 1|1
and |COV RATIO(−i) − 1|2 when τj = 0.2 for y1 and y2 when n = 50, 70, 150 and 500. This
outcome suggests that the power of performance increases as the variance of contamination, σ2

δ
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increasing suggests that the ability to detect outliers improves as the variance of contamination
increases. When τj = 0.4, 0.6, 0.8, and 1.0 , all the results consistently showed similar outcomes
to those for τj = 0.2.

3.3 Malacca Environmental Datasets

The datasets, obtained from the Malaysian Meteorological Department (MDD) and organised
in Microsoft Excel, consist of daily maximum wind speed, 24-hour average relative humidity,
and 24-hour average temperature recorded during the southwest monsoon season in Malacca
from May 18, 2020, to September 22, 2020. With the sample size, n of 128, the wind speed
of Malacca at time t is addressed as the variable xt , the mean relative humidity of Malacca
at time as , and the mean temperature data of Malacca at time t as y2,t . This study seeks to
explore the relationship between daily maximum wind speed, 24-hour average humidity, and
24-hour average temperature in Malacca during the southwest monsoon season and to model
this relationship using a simultaneous Linear Functional Relationship Model (LFRM) for linear
variables. Table 2 summarises the descriptive statistics for these variables, including their mean,
standard deviation, and range (minimum and maximum values). These statistics highlight the
variability in environmental conditions during the monsoon season.

Table 2: Descriptive statistics summarising wind speed, humidity, and temperature during
the southwest monsoon season of 2020 in Malacca.

Type of data Mean Standard Minimum Maximum
deviation

Wind speed (m/s) 11.3532 2.2589 5.3 16.6
Humidity (%) 74.0071 5.9506 64.7 92.0

Temperature (◦C) 27.7214 1.0667 23.3 29.9

The descriptive statistics reveal distinct characteristics of the environmental data during
the southwest monsoon season in 2020 for Malacca. Wind speed shows moderate variability,
with an average of 11.35 m/s and a range of 5.30 to 16.60 m/s. Humidity exhibits significant
fluctuations, averaging 74.01% and ranging from 64.70% to 92%. In contrast, temperature
remains relatively stable, with a mean of 27.72 ◦C and a narrower range of 23.30 to 29.90 ◦C.
These patterns highlight the dynamic nature of wind speed and humidity compared to the
steadiness of temperature, emphasizing the need for robust outlier detection methods in such
datasets.

3.4 Statistical Test for Normality using Kolmogorov-Smirnov Test Statistic for
Malacca Wind Speed, Humidity, and Temperature Data

The normality of Malacca’s wind speed, humidity, and temperature data is evaluated using
the Kolmogorov-Smirnov test [19]. The Kolmogorov-Smirnov test statistic, D is defined as
Equation (14), where F is the theoretical cumulative distribution.

D = max
1≤i≤N

(
F (Yi)−

i− 1

N
,
i

N
− F (Yi)

)
(14)
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The equation critical value of D when α = 0.05, and the sample size is over 35, is 1.36√
n

[19, 21, 22]. Insert the value of the sample size, 128, into the equation D = 1.36√
128

. Hence, the

critical value is 0.1202 [19]. H0 is rejected if D exceeds the critical value [12,19]. The following
are the null, H0, and alternative, HA, hypotheses used in a Kolmogorov-Smirnov test statistic,
respectively:

• H0:The data is normally distributed.

• HA:The data is not normally distributed.

Table 3 presents the Kolmogorov-Smirnov test statistics for wind speed, humidity, and
temperature during the southwest monsoon season of 2020 in Malacca.

Table 3: Kolmogorov-Smirnov test statistic (D ) for wind speed, humidity, and temperature
throughout the southwest monsoon season in 2020 for Malacca.

Type of data Kolmogorov-Smirnov test statistic (D)
Wind speed 0.1186
Humidity 0.0480

Temperature 0.0713

As shown in Table 3, all D values for Malacca are below the critical value, indicating that
the null hypothesis (H0) cannot be rejected. This suggests that the wind speed, humidity,
and temperature data for Malacca during the southwest monsoon in 2020 can be assumed to
follow a normal distribution. Consequently, the simultaneous LFRM employed in this study
effectively represents the relationship between wind speed, humidity, and temperature during
this period.

3.5 Graphical Tool for Normality using Q-Q plot for Malacca Wind Speed, Hu-
midity and Temperature Data

Q-Q plots are constructed for wind speed, humidity, and temperature data in Malacca during
the southwest monsoon of 2020 to assess their goodness-of-fit to the normal distribution [19].
These plots visually represent the data distribution, where points aligning with the reference
line indicate conformity to a normal distribution. The Q-Q plots for wind speed, humidity, and
temperature are displayed in Figures 3, 4, and 5, respectively.
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Figure 3: Q-Q plot for wind speed data during southwest monsoon in 2020 for Malacca.

Figure 4: Q-Q plot for humidity data during the southwest monsoon in 2020 for Malacca.
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Figure 5: Q-Q plot for temperature data during the southwest monsoon in 2020 for Malacca.

Both the Kolmogorov-Smirnov test statistics and the Q-Q plots confirm that the wind
speed, humidity, and temperature data for Malacca during the southwest monsoon in 2020 can
be reasonably modelled as following a normal distribution [19].

3.6 Application to Real Data

The relationship between the wind speed (xt), humidity (y1,t), and temperature (y2,t) is pre-
sented in Table 4.

Table 4: The simultaneous LFRM employed to real data set.

Type of relationship Simultaneous LFRM
Humidity with wind speed y1,t = α1 + β1xt

Temperature with wind speed y2,t = α2 + β2xt

Table 5 presents the parameter estimates for wind speed, humidity, and temperature recorded
in Malacca during the southwest monsoon of 2020, as obtained by fitting a simultaneous func-
tional relationship model for linear variables [19].

Table 5: The simultaneous LFRM employed to real data set.

Parameter estimate Value of parameter estimate
α̂j α̂1 = 13.9429 α̂2 = 28.9451

β̂j β̂1 = 6.7536 β̂2 = −0.1217
σ2
j σ2

1 = 4.3346 σ2
2 = 0.7793

Var(α̂j) Var(α̂1) = 1113.2165 Var(α̂2) = 0.2005

Var(β̂j) Var(β̂1) = 11.5343 Var(β̂2) = 0.0020

Cov(α̂j, β̂j) Cov(α̂1, β̂1) = 0 Cov(α̂2, β̂2) = 0
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According to Table 5, the simultaneous LFRM for wind speed, humidity, and temperature
recorded in Malacca during the 2020 southwest monsoon is given by y1,t = 13.9429 + 6.7436xt
and y2,t = 28.9451− 0.1217xt . The positive relationship between wind speed, xt and humidity,
y1,t suggests that as wind speed increases, humidity also tends to increase, which could be due
to various meteorological factors such as the wind bringing in more moist air from other areas.
The negative relationship between wind speed, xt and humidity,y2,t suggests that an increase
in wind speed is associated with a decrease in temperature, possibly due to the wind chill
effect or the dispersion of heat through increased air movement. This theoretical investigation
aims to illustrate the potential utility of simultaneous LFRM involving humidity, wind speed,
and temperature variables. While empirical data-driven analyses are commonly employed in
environmental studies, this study focuses on demonstrating the conceptual framework and
methodological approach rather than conducting exhaustive data analysis. Next, the variance
of α̂1 and β̂1 are relatively high. A notably high variance may warrant a more detailed review
of the data to ensure the accuracy and reliability of the parameter estimation. Outliers or
measurement errors could be responsible for the unusually high variance values, potentially
affecting the reliability of the parameter estimates. The variance of α̂2 and β̂2 are relatively
small and indicates good estimation for α̂2 and β̂2.

3.7 COVRATIO statistic to Detect Outlier in Synthetic Data for Simultaneous
Linear Functional Relationship Model

Synthetic data is artificially created to resemble real-world data, though it is not generated from
actual observations. It is produced using statistical models, algorithms, or other techniques to
simulate the behavior of real data. In this study, we created synthetic data. For demonstration,
we generate synthetic data points from simultaneous LFRM. The parameters α1 = 0, α2 =
0, β1 = 1, β2 = 1, λ = 1, µ = 0 and σ2

δ = σ2
ε = 0.42. The 20th data point of the synthetic dataset

was intentionally contaminated by creating the contamination using εi ∼ N(0, 16) [18]. The
scatter plots of the synthetic datasets for y1,t and y2,t including the contaminated observation,
as shown in Figure 6 and Figure 7.
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Figure 6: The scatter plot for the synthetic data for y1,t.

Figure 7: The scatter plot for the synthetic data for y2,t.

The highest values of |COV RATIO(−i) − 1|1 and |COV RATIO(−i) − 1|2 are calculated.
Based on the formula in Table 1, the cut-off point for y1,t is 1.3203, while for y2,t is 1.3187,
corresponds to the 5% upper percentile when n = 130 . The COVRATIO statistic is then used to
identify outliers by plotting these highest values of |COV RATIO(−i)−1|1 and |COV RATIO(−i)−
1|2 against the index. Figure 8 and Figure 9 illustrate that the 20th observation exceeds the cut-
off points for both y1,t and y2,t. In conclusion, the formulated COVRATIO statistic is effective
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in detecting outliers within the simultaneous LFRM datasets.

Figure 8: Graph of maximum values of |COV RATIO(−i) − 1|1 for synthetic data for y1,t.

Figure 9: Graph of maximum values of |COV RATIO(−i) − 1|2 for synthetic data for y2,t.
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3.8 Detection of Outlier using New COVRATIO statistic in Simultaneous Linear
Functional Relationship Model and Its Application in Malacca Environmental
Datasets

The COVRATIO statistic is employed to detect outliers in environmental datasets from Malacca
within the simultaneous LFRM. To verify the presence of an outlier, the COVRATIO statistic
is used by plotting the highest values of |COV RATIO(−i) − 1|1 and |COV RATIO(−i) − 1|2
against the data point or index, as shown in Figure 10 and Figure 11. Based on formula in
Table 1, the cut-off point at the 5% upper percentiles for y1,t and y2,t are 1.3252 and 1.3237,
respectively, for a sample size of n = 128.

Figure 10: Graph of maximum values of |COV RATIO(−i)−1|1 for wind speed and humidity.

From Figure 10, it can be seen that the 3rd, 5th, 6th, 12th, 32nd, 40th, 48th, 57th, 83rd, 94th, 110th, 125th

and 126th observation has highest values of |COV RATIO(−i) − 1|1 surpass the cut-off point of
1.3252. Therefore, its indicate the observations are the outliers for wind speed and humidity.
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Figure 11: Graph of maximum values of |COV RATIO(−i) − 1|2 for wind speed and temper-
ature.

From Figure 11, it can be seen that no observation has highest values of |COV RATIO(−i)−
1|2 exceeding the cut-off point of 1.3237. Therefore, no observations are outliers for the rela-
tionship between wind speed and temperature. A comparison of the parameter variance is
conducted with and without the presence of outliers as shown in Table 6.

Table 6: : Parameter estimates and variance of the estimates when outliers are included in
the data and when outliers are removed from the data of Malacca Environmental Datasets.

Outliers are included in the data,
n = 128

Outliers are removed from the data,
n = 115

Parameter estimation Variance
Parameter
estimation

Variance

α̂1 13.9429 1113.2165 α̂1 54.5828 22.0871

β̂1 6.7436 11.5343 β̂1 2.5472 0.2252
α̂2 28.9451 0.2005 α̂2 29.9439 0.1661

β̂2 -0.1217 0.0020 β̂2 -0.2142 0.0017

The results in Table 6 reveal the substantial impact of outliers on parameter estimates
and their variances when analyzing the Malacca environmental datasets. Parameter estimates,
such as α̂1 and β̂1 , show significant shifts after outlier removal, with increasing from 13.9429
to 54.5828 and β̂1 decreasing from 6.7436 to 2.5472. Additionally, the variances of these es-
timates are dramatically reduced, such as the variance of α1 , which drops from 1113.2165 to
22.0871, reflecting a notable increase in precision and reliability. Similarly, for α2 , the esti-
mate remains relatively consistent (28.9451 versus 29.9439), but its variance decreases markedly
from 0.2005 to 0.1661, further reinforcing the reliability of the estimate. For β2 , the estimate
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slightly shifts from -0.1217 to -0.2142 after outlier removal, while its variance decreases sig-
nificantly from 0.0020 to 0.0017, indicating improved stability and precision. These findings
indicate that outliers severely distort parameter estimates and increase variability, compromis-
ing model stability and predictive power. Removing outliers using the COVRATIO statistic
enhances the robustness of the model, yielding a more reliable representation of environmental
dynamics during the monsoon season. This highlights the critical role of outlier detection in
improving model accuracy and ensuring informed decision-making for environmental monitor-
ing and policy development. Therefore, the new and more appropriate simultaneous LFRM of
Malacca environmental datasets after the outliers are removed are y1,t = 54.5828 + 2.5472xt
and y2,t = 29.9439− 0.2142xt.

4 Conclusions

This paper introduces the COVRATIO statistic as a method to detect outliers in simultaneous
LFRM. The cut-off points for the COVRATIO statistic are established through the Monte Carlo
simulation method. Any data point exceeding these cut-off points is classified as an outlier.
The simulation study and its application to real-world datasets demonstrate that the cut-off
values at the 5% upper percentiles are obtained by y1 = 4.2463n−0.24 and y2 = 4.262n−0.241 .
These cut-off point effectively outliers in linear data, which can be modelled by simultaneous
LFRM. The extended model’s performance was assessed, showing that as the standard deviation
of error, τj decreases, the ability to accurately identify outliers improves. We demonstrate
the applicability of the simultaneous LFRM through the analysis of real-world environmental
datasets, incorporating variables such as wind speed, humidity, and temperature. In both
synthetic and real-world data applications, the parameter estimates become more accurate
with smaller variance when the outliers are detected and excluded. Hence, it is crucial to
recognise outliers to facilitate their exclusion from the dataset, thereby enhancing the reliability
of the proposed method. Beyond environmental datasets, this method could be applied to
fields such as economics, engineering, and medicine, where simultaneous linear relationships
between multiple variables are commonly modelled, and outlier detection is crucial for accurate
predictions. This study assumes normality of the data and relies on simulation-based cut-off
points, which may limit its applicability to other datasets. Specifically, non-normal datasets
may exhibit skewness or heavy tails, which could impact the accuracy of outlier detection and
parameter estimation. One possible strategy to address this challenge is to develop robust
methods that adjust for data distribution characteristics or to use transformation techniques to
approximate normality. Future research could focus on extending the method to accommodate
non-normal datasets by investigating specific types of distributions such as skewed, heavy-
tailed, or multimodal distributions. Additionally, exploring robust estimation techniques that
are less sensitive to distributional assumptions could prove valuable. The method could also
be applied to more complex models, including multivariate time series models and hierarchical
models, to assess its effectiveness in capturing simultaneous linear relationships in dynamic and
nested data structures.
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