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Abstract In this paper a course of solving variational problem is considered. [2]
obtained what appears to be specialized inequality for a variance, namely, that for a
standard normal variable X , Var[g(z)] > E[¢'(2))*> . However both of the simplicity
and usefulness of the inequality has generated a plethora of extensions, as well as
alternative proofs. [5] had focused on a result of two random variables for the normal
and gamma distribution. They obtained the result of normal distribution with k
functions, without proving and the proof is presented here. This paper also extend the
result obtained by [5] to the k functions for the gamma distribution.

Keywords Normal Distribution, Gamma Distribution, Laguerre Family, Hermite
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1 Introduction

In solving a variational problem, [2] obtained what appears to be specialized inequality for
a variance. Let X be normally distributed with density ¢ () and mean 0 and variance 1.
If ¢ is absolutely continuous and g(X) has finite variance, then

Blg (X)]* = Varlg(X)]. (1)

Equality in (1) is achieved for linear functions. This inequality have arisen earlier,
especially because of its use in variational problems. There are many papers that deal with
inequality (1) and in many cases they relate to the single function. However, the random
variables might have multivariate distributions. So, we present the study of matrix variance
inequality for the normal and gamma distribution with k-functions.

2 Literature Review

Chernoff’s proof is based on expanding g(X) in orthonormalized Hermite polynomials with
respect to the normal density

g(X):ao—|—a1H1(X)+a2H2(X)—|—--- (2)
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with probability 1. Let

E[H(X)] =0, E[H(X)H;(X)] = 6i;, 3)
WD) it ()
a; = Elg(X)Hi(X)] (4)
and
Var(g(X)) =al + a3+ +a2 +- -, (5)

g (X) = a1 + V2a2H1(X) + -+ + VnapHy—1(X) + R (X).
So that if ¢’(X) has a second moment,

Ely(X)]* =) ia; > Var[g(X)]. (6)

And if ¢’(X) has no second moment then > ia? is infinite. For a logconcave density
exp[—p(z)] , [4] proved that

Varlg(X)] < Elg'(X)/¢"(X)]?, (7)
and for the normal density, (7) is reduced to (1).
[1] shows that

Elg'(X)] = E[Xg(X)] (8)

has a similar flavor to that of (1). Stein’s proof is essentially based on integration by
parts, but can also be proven by using Hermite polynomials. [6] and [7] provide an alter-
native proof based on the Cauchy-Schwarz inequality. [6] prove that for the normal density
o(x), ¢'(x) = —zp(x). [7] extends (1) to the case that Xy, ..., X} are independent N(0,1)
random variables and g is defined on R¥. Then

Var[g(X)] < Elg1(X)* + -+ + Elge(X)]?,

where g;(x) = dg(z)/0x; and X = (Xq,..., Xk).
[10] provides other extensions, and in particular, the lower bounds in (1);

[Eg'(X)] < Var[g(X)] < El¢'(X))?,

By (X)]? + S [Bg(X)F < Varlg(X)]

[11] improved the bounds for families other than normal. They also obtain the lower
bound for the normal distribution
" EG® (X))

qo < VerlGo],

k=1
with n = 2.

[4] discussed a generalization to operators and use a complete orthonormal system. [§]
obtain an equality similar to (1) by consider the double exponential distribution with density

exp(—[z[)/2.
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3 Characterizations

In this paper we provide a proof of matrix variance inequality for the normal and gamma
distributions of k-functions. Actually the result of matrix variance inequality for the normal
distribution is obtained by [5] without proving. We extend this paper to find the matrix
variance inequality for the gamma distribution with k-functions. We used the proposition
obtained in [2]. This proposition later studied by [5] and shows the proof of matrix variance
inequality of normal and gamma distribution for 2-functions.

Proposition. Let X be a N(0,1) random variable, ¢1,..., g, absolutely continuous
functions with finite variances. Let H = (h;;) and C' = (¢;5) be k x k matrices defined by

hij = E[QQ(X)!J; (X)],
cij = Cov[gi(X), g;(X)].

(9)

Then H > C in the Loewner ordering, i.e, H — C' is nonnegative definite.
The proof of this proposition is discussed in Section 4.

4 A Matrix Variance Inequality for The Normal Distribution
We show the proof of a matrix variance inequality for k-functions which are normal distri-

bution. To prove the proposition, we expand g1(X), g2(X), ..., gx(X) in orthonormalized
Hermite polynomials:

91(X) = a0+ a1 H1(X) + agHa(X) + -

92(X) = bo + by Hy (X) + bo Hy (X)) + - -
(10)

gr(X) = ug +ur Hy (X) +ug Ho(X) + - -+
with probability 1, where
EH;(X)] =0, E[H;(X)H;(X)] =4, (11)

dH; ()
dx

ViH; ()

Then, from (5) we have
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Var[gi (X Zal, Var[g2(X)] = Zb?, ooy Var[ge(X Zu (12)
Cov[gr (X Z a;bi, ..., Cov[gr(X = Z a;u;, (13)
i=1
Cov[g2(X), g (X)] = Z biu;. (14)
i=1
Hence, H and C are k x k matrices in the form
Sia?  Yiab; diauy
H= : : : and (15)
Stiau; Y ibu, S iu?
>ai Yab; > At
Yabi 36 > biu;
C= : : : , respectively. (16)
doaui Y bug >ouf
Then, we get
S—1)a? S (G —Dab; ... S (i—1au
Z(zf 1)a;b; Z(zf 1517 S (e )b U
H-C= : : : (17)
> (i— 1)%%‘ > (i— 1)biw > (Z — Duf
Let
a; = z—lai, ﬂ,z\/i—lbi,..., ’yi:\/i—lui
where
T(1) = (04170[27043,.-.), T(2) = (ﬂ17ﬂ2763a"')5“'5 and T(k) = (’Yla’727fy3a"')' (18)

Actually (17) is in the form of

SVi—Tlai—1b, ... 3
SVi—1bi—1b; ...

>V — ll')i\/i — lu,
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It is obvious that if o; = v/ — la;, then of = v/i — 1la;. Consequently we can rewrite
(17) as

S Sl o > a
Yo B Y BB ... Y B

Z%‘Ol; Z%ﬂ{ Z%‘“/{

Hence, we obtained

7(1)7'(:1) 7'(1)7'(:2) ... T(l)T(ik) T
@7 @7 0 T@Tw) T(2) / / /
H-C= ) ) . = ) ( Ty Ty o Tk ) > 0.
T(k)T(/k) T(k)T(IQ) .. T(k)T(/k) k) )
19

5 A Matrix Inequality for Gamma Distribution

The gamma density function is defined by

x%e "

):m, a>—1.

9(X
[9] uses the Laguerre family of orthogonal family to obtain the inequality

Var[g(X)] < EX[g'(X)]?, (20)

with equality if and only if g(x) is linear. The key features of the Laguerre family are

o o n+a« Ly a
B0 = ("5 Yoy T0e =1 ), (21)

Let say

gi1(2) = Y an L\ (@),
g2(z) = Y b LY (@),

Then
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v = Var[gy (X)) :Za%( e >,

vag = Var[ga(X)] = D b2 n7:roz ,
v33 = Var[gs(X)] = 2 nTj— @ ,

v12 = Cov[g1(X), g2(X)] = > anbn E nta ; ,

v, = Cov[gs(X), gr(X)] =D chun

and following development in [9], we let
en = EX[gf (X0 = Satn ("5 ),
Co2 = EX[QIZ(X)]Q = Zb%n ( nn+a ) )
Jr
n

c33 = EX[g5(X))” :Zci"< e )

Cl;kEX[g;C(X)]QZu%n( n;ra >

e = EX[g(X)ge()] = X anugn ( "

+ o

)
car = EX[g5(X) g, (X)]* = 32 by, ( nn+ " ) ’
car = EX[g5(X)gr(X)]? = 3= cauy,n ( nn )
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IfTv= (Uij), C=

Yay,

zagn(

So, it is obvious,

C-V=

We let

S anb, (: nn+a ) S anb, (: n+ o )

a2 (nn—i— a> (n

S anb, (”n“‘) (n—1) Y02 ("*0‘) (n—1)

(¢ij), then we have

(n;ra ) Zanbn( nn+a )

Z a”bn

() =a(n)

n-+a«a n—+a«
5) ()

n—+ « n+«
C— Eanbnn< n ) Zb%n( . )

n+ a
Zanunn( n )

n+ a
Eanunn( n )

) Sanh, <”n+ O‘> (n—1)

n

> anu, (”n+a> (n=1) Ybuu, (”“‘) (n—1)

n

Y2 (”,j:‘* )=

Oé,LZCL»,L\/n—l“ ( nn+04 )7 ﬂn:bn\/n_lﬂ ( nn+a )7"'7

Yn = UpVn — 1 (n+a >,

where

T(1) = (a1, 02,03, ..

Hence,

n

')’ T(2) :(ﬂ17ﬁ27635-~-);---

T(1)

T
C-V= (2) (TI !

T(k)

R and T(k) = (71,7277?” .. ) (25)
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which is nonnegative definite.

6

Conclusion

In this paper we have shown how to proof the matrix variance inequality for k-functions
which are normally distributed. We also addressed the case of proving for k-functions which
are gamma distribution. Hence, we can conclude that if X is either normally distributed or
gamma distribution, then H > C in the Loewner ordering which is H — C is nonnegative

definite.
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