
MATEMATIKA, 2018, Volume 34, Number 2, 351–364
c© Penerbit UTM Press. All rights reserved

Variational Approach for a Class of Two-point Fractional

Boundary Value Systems

1Ghasem A. Afrouzi, 2Samad Mohseni Kolagar, 3Armin Hadjian and 4Jiafa Xu∗

1,2Department of Mathematics, Faculty of Mathematical Sciences, University of Mazandaran
Babolsar, Iran

3Department of Mathematics, Faculty of Basic Sciences, University of Bojnord
P.O. Box 1339, Bojnord 94531, Iran

4School of Mathematical Sciences, Chongqing Normal University
Chongqing 401331, China

∗Corresponding author: xujiafa292@sina.com

Article history
Received: 24 November 2016
Received in revised form: 30 March 2018
Accepted: 2 April 2018
Published on line: 1 December 2018

Abstract An existence result of multiple solutions for a class of two-point fractional

boundary value equations depending upon a positive parameter is established. Our main
tool is a three critical points theorem due to Bonanno and Marano [G. Bonanno and S.A.

Marano, On the structure of the critical set of non-differentiable functions with a weak
compactness condition, Appl. Anal. 89 (2010), 1-10].

Keywords two-point fractional boundary value systems; Caputo fractional derivatives;
critical point theory; three solutions.

Mathematics Subject Classification 34A08, 26A33, 35A15.

1 Introduction

Differential equations with fractional order are generalization of ordinary differential equations
to non-integer order. Fractional differential equations have received increasing attention during
recent years, since the behavior of physical systems can be properly described by using fractional
order system theory. So, fractional differential equations got the attention of many researchers
and considerable work has been done in this regard; see the monographs of Miller and Ross [1],
Samko et al. [2], Podlubny [3], Hilfer [4], Kilbas et al. [5] and the papers [6–11]. See also [12–16]
and references therein.

Recently, fractional differential equations have been of great interest, and boundary value
problems for fractional differential equations have been considered by the use of techniques of
nonlinear analysis (fixed-point theorems [10, 17, 18], Leray-Schauder theory [19, 20], lower and
upper solution method, and monotone iterative method [21–23]).
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Critical Point theory and variational methods are crucial in the study of many mathematical
models of real-world problems. Many applied problems can be understood and solved in terms
of the minimization of a functional, usually related to the energy, in an appropriate functional
space. Minimization and variational problems are at the interface between nonlinear analysis,
calculus of variations, differential equations and mathematical physics and play a fundamental
role in the application of mathematics to different scientific areas. The classical critical point
theory for C1-functional was developed in the sixties and seventies (see [24–27] and references
therein). But, to the best of the authors knowledge, there are few results on the solutions to
fractional BVP which were established by the critical point theory, since it is often very difficult
to establish a suitable space and variational functional for fractional differential equations with
boundary conditions. Recently, Jiao and Zhou [28] introduced some appropriate function spaces
as their working space.

The aim of this paper is to study the nonlinear fractional boundary value system
{

d

dt
(∆αi

ui(t)) = λFui
(t, u1(t), . . . , un(t)) a.e. t ∈ [0, T ],

ui(0) = ui(T ) = 0,
(1)

where
∆αi

ui(t) := 0D
αi−1
t (c

0D
αi

t ui(t)) − tD
αi−1
T (c

tD
αi

T ui(t)),

for 1 ≤ i ≤ n, αi ∈ (0, 1], 0D
αi−1
t and tD

αi−1
T are the left and right Riemann-Liouville fractional

integrals of order 1 − α respectively, c
0D

αi

t and c
tD

αi

T are the left and right Caputo fractional
derivatives of order 0 < αi ≤ 1 respectively, λ is a positive real parameter, F : [0, T ]×R

n → R

is a measurable function with respect to t ∈ [0, T ] for every (x1, . . . , xn) ∈ R
n and is C1 with

respect to (x1, . . . , xn) ∈ R
n for a.e. t ∈ [0, T ], Fui

denotes the partial derivative of F with
respect to ui, F (t, 0, . . . , 0) = 0 for a.e. t ∈ [0, T ], and for every M > 0 and every 1 ≤ i ≤ n,

sup
|(x1,...,xn)|≤M

|Fui
(t, x1, . . . , xn)| ∈ L1([0, T ]).

In the present paper, motivated by [29–31], using a three critical points theorem obtained
in [32] which we recall in the next section(Theorem 1), we ensure the existence of at least three
solutions for system (1). This theorem has been successfully employed to establish the existence
of at least three solutions for some boundary value problems (see, e.g., the papers [33–38]).

This paper is organized as follows. In Section 2, we present some necessary preliminary
facts that will be needed in the paper. In Section 3 our main result (Theorem 2) and some
significative consequences (Corollaries 1 and 2) and an example (Example 1) are presented.

2 Preliminaries

In this section, we first introduce some necessary definitions and properties of the fractional
calculus which are used in this paper.

Definition 1 [5] Let u be a function defined on [a, b]. The left and right Riemann-Liouville
fractional derivatives of order α > 0 for a function u are defined by

aD
α
t u(t) :=

dn

dtn aD
α−n
t u(t) =

1

Γ(n − α)

dn

dtn

∫ t

a

(t − s)n−α−1u(s)ds,
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and

tD
α
b u(t) := (−1)n dn

dtn tD
α−n
b u(t) =

(−1)n

Γ(n − α)

dn

dtn

∫ b

t

(t − s)n−α−1u(s)ds,

for every t ∈ [a, b], provided the right-hand sides are pointwise defined on [a, b], where n − 1 ≤
α < n and n ∈ N.

Here, Γ(α) is the standard gamma function given by

Γ(α) :=

∫ +∞

0

zα−1e−zdz.

Set ACn([a, b], R) the space of functions u : [a, b] → R such that u ∈ Cn−1([a, b], R) and
u(n−1) ∈ AC([a, b], R). Here, as usual, Cn−1([a, b], R) denotes the set of mappings having
(n − 1) times continuously differentiable on [a, b]. In particular, we denote AC([a, b], R) :=
AC1([a, b], R).

Definition 2 [5] Let γ ≥ 0 and n ∈ N.
(i) If γ ∈ (n − 1, n) and u ∈ ACn([a, b], R), then the left and right Caputo fractional

derivatives of order γ for function u denoted by c
aD

γ
t u(t) and c

tD
γ
b u(t), respectively, exist almost

everywhere on [a, b], c
aD

γ
t u(t) and c

tD
γ
b u(t) are represented by

c
aD

γ
t u(t) :=

1

Γ(n − γ)

∫ t

a

(t− s)n−γ−1u(n)(s)ds,

c
tD

γ
b u(t) :=

(−1)n

Γ(n − γ)

∫ b

t

(s − t)n−γ−1u(n)(s)ds,

for every t ∈ [a, b], respectively.
(ii) If γ = n−1 and u ∈ ACn−1([a, b], R), then c

aD
n−1
t u(t) and c

tD
n−1
b u(t) are represented by

c
aD

n−1
t u(t) = u(n−1)(t), and c

tD
n−1
b u(t) = (−1)(n−1)u(n−1)(t),

for every t ∈ [a, b].

With these definitions, we have the rule for fractional integration by parts, and the com-
position of the Riemann-Liouville fractional integration operator with the Caputo fractional
differentiation operator, which were proved in [2, 5].

Proposition 1 [2, 5] We have the following property of fractional integration

∫ b

a

[aD
−γ
t u(t)]v(t)dt =

∫ b

a

[tD
−γ
b v(t)]u(t)dt, γ > 0,

provided that u ∈ Lp([a, b], R), v ∈ Lq([a, b], R) and p ≥ 1, q ≥ 1, 1/p + 1/q ≤ 1 + γ or p 6= 1,
q 6= 1, 1/p + 1/q = 1 + γ.
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Proposition 2 [5] Let n ∈ N and n − 1 < γ ≤ n. If u ∈ ACn([a, b], R) or u ∈ Cn([a, b], R),
then

aD
−γ
t (c

aD
γ
t u(t)) = u(t) −

n−1
∑

j=0

u(j)(a)

j!
(t− a)j,

tD
−γ
b (c

tD
γ
b u(t)) = u(t)−

n−1
∑

j=0

(−1)ju(j)(b)

j!
(b − t)j

for every t ∈ [a, b]. In particular, if 0 < γ ≤ 1 and u ∈ AC([a, b], R) or u ∈ C1([a, b], R), then

aD
−γ
t (c

aD
γ
t u(t)) = u(t) − u(a), and tD

−γ
b (c

tD
γ
b u(t)) = u(t) − u(b). (2)

To establish a variational structure for the main problem, it is necessary to construct ap-
propriate function spaces. Following [28], we denote by C∞

0 ([0, T ], R) the set of all functions
g ∈ C∞([0, T ], R) with g(0) = g(T ) = 0.

Definition 3 [28] Let 0 < αi ≤ 1 for 1 ≤ i ≤ n. The fractional derivative space Eαi

0 is defined
by the closure of C∞

0 ([0, T ], R) with respect to the norm

‖ui‖ :=

(
∫ T

0

|c0D
αi

t ui(t)|
2dt +

∫ T

0

|ui(t)|
2dt

)1/2

, ∀ui ∈ Eαi

0 . (3)

Clearly, the fractional derivative space Eαi

0 is the space of functions ui ∈ L2([0, T ], R) having
an αi-order Caputo fractional derivative c

0D
αi

t ui ∈ L2([0, T ], R) and ui(0) = ui(T ) = 0 for
1 ≤ i ≤ n. From [28, Proposition 3.1], we know for 0 < αi ≤ 1, the space Eαi

0 is a reflexive
and separable Banach space.

For every ui ∈ Eαi

0 , set

‖ui‖Ls :=

(
∫ T

0

|ui(t)|
sdt

)1/s

, s ≥ 1,

and
‖ui‖∞ := max

t∈[0,T ]
|ui(t)|. (4)

Lemma 1 [28] Let αi ∈ (1/2, 1] for 1 ≤ i ≤ n. For all ui ∈ Eαi

0 , we have

‖ui‖L2 ≤
T αi

Γ(αi + 1)
‖c

0D
αi

t ui‖L2, (5)

‖ui‖∞ ≤
T αi−1/2

Γ(αi)
√

(2αi − 1)
‖c

0D
αi

t ui‖L2. (6)

According to (5), we can consider Eαi

0 with respect to the norm

‖ui‖αi
:=

(
∫ T

0

|c0D
αi

t ui(t)|
2dt

)1/2

= ‖c
0D

αi

t ui‖L2 , ∀ ui ∈ Eαi

0 (7)

for 1 ≤ i ≤ n, which is equivalent to (3).
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Lemma 2 [28] Let αi ∈ (1/2, 1] for 1 ≤ i ≤ n, then for every ui ∈ Eαi

0 , we have

| cos(παi)|‖ui‖
2
αi

≤ −

∫ T

0

c
0D

αi

t ui(t) ·
c
tD

αi

T ui(t)dt ≤
1

| cos(παi)|
‖ui‖

2
αi

.

Throughout this paper, we let X be the Cartesian product of the n spaces Eαi

0 for 1 ≤ i ≤ n,
i.e., X = Eα1

0 × Eα2
0 × · · · × Eαn

0 equipped with the norm

‖u‖ :=
n

∑

i=1

‖ui‖αi
, u = (u1, u2, . . . , un),

where ‖ui‖αi
is defined in (7). Obviously, X is compactly embedded in (C([0, T ], R))n.

We mean by a (weak) solution of system (1), any u = (u1, u2, . . . , un) ∈ X such that

∫ T

0

n
∑

i=1

(

0D
αi−1
t (c

0D
αi

t ui(t)) − tD
αi−1
T (c

tD
αi

T ui(t))
)

· v′
i(t) dt

− λ

∫ T

0

n
∑

i=1

Fui
(t, u1(t), . . . , un(t))vi(t)dt = 0

for all v = (v1, v2, . . . , vn) ∈ X.
Here we recall for the reader’s convenience the three critical points theorem of [32] which is

our main tool to prove the results. Here, X∗ denotes the dual space of X.

Theorem 1 Let X be a reflexive real Banach space, Φ : X → R be a coercive continuously
Gâteaux differentiable and sequentially weakly lower semicontinuous functional whose Gâteaux
derivative admits a continuous inverse on X∗, Ψ : X → R be a continuously Gâteaux differen-
tiable functional whose Gâteaux derivative is compact such that

Φ(0) = Ψ(0) = 0.

Assume that there exists r > 0 and x ∈ X, with r < Φ(x), such that

(i)
supΦ(x)≤r Ψ(x)

r
< Ψ(x)

Φ(x)
;

(ii) for each λ ∈ Λr :=
]

Φ(x)
Ψ(x)

, r
supΦ(x)≤r Ψ(x)

[

, the functional Φ − λΨ is coercive.

Then, for each λ ∈ Λr the functional Φ − λΨ has at least three distinct critical points in X.

3 Main Results

In the present section we discuss the existence of multiple solutions for system (1). For any
γ > 0, we denote by K(γ) the set

{

(x1, . . . , xn) ∈ R
n :

n
∑

i=1

| cos(παi)| · |xi|
2 ≤ γ

}

.
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This set will be used in some of our hypotheses with appropriate choices of γ.
Moreover, put

c := max

{

T 2αi−1

(Γ(αi))2(2αi − 1)
: for 1 ≤ i ≤ n

}

.

Theorem 2 Let 1
2

< αi ≤ 1 for 1 ≤ i ≤ n. Furthermore, assume that there exist a positive
constant r and a function w = (w1, . . . , wn) ∈ X such that

(i) −
∫ T

0

∑n
i=1

c
0D

αi

t wi(t) ·
c
tD

αi

T wi(t) dt > r;

(ii) r

∫ T

0
F (t, w1, . . . , wn)dt

∑n
i=1

‖wi‖
2
αi

| cos(παi)|

−

∫ T

0

max
(x1,...,xn)∈K(cr)

F (t, x1, . . . , xn)dt > 0;

(iii) lim sup
(|x1|,...,|xn|)→(+∞,...,+∞)

F (t, x1, . . . , xn)
∑n

i=1 | cos(παi)| · |xi|2
<

∫ T

0
max

(x1,...,xn)∈K(cr)
F (t, x1, . . . , xn)dt

crT
uniformly

with respect to t ∈ [0, T ].

Then, for each

λ ∈ Λ :=

]

∑n
i=1

‖wi‖
2
αi

| cos(παi)|
∫ T

0
F (t, w1(t), . . . , wn(t))dt

,
r

∫ T

0
max

(x1,...,xn)∈K(cr)
F (t, x1, . . . , xn)dt

[

,

system (1) admits at least three solutions in X.

Proof For each u = (u1, . . . , un) ∈ X, define Φ, Ψ : X → R as

Φ(u) := −

∫ T

0

n
∑

i=1

c
0D

αi

t ui(t) ·
c
tD

αi

T ui(t) dt,

and

Ψ(u) :=

∫ T

0

F (t, u1(t), . . . , un(t))dt.

Clearly, Φ and Ψ are continuously Gâteaux differentiable functionals whose Gâteaux derivatives
at the point u = (u1, . . . , un) ∈ X are given by

Φ′(u)(v) = −

∫ T

0

n
∑

i=1

(c
0D

αi

t ui(t) ·
c
tD

αi

T vi(t) + c
tD

αi

T ui(t) ·
c
0D

αi

t vi(t)) dt,

Ψ′(u)(v) =

∫ T

0

n
∑

i=1

(Fui
(x, u1(x), . . . , un(x))vi(x)dx,

for every v = (v1, . . . , vn) ∈ X. By Definition 2 and (2), we have

Φ′(u)(v) =

∫ T

0

n
∑

i=1

(

0D
αi−1
t (c

0D
αi

t ui(t)) − tD
αi−1
T (c

tD
αi

T ui(t))
)

· v′
i(t) dt.
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Hence, Φ − λΨ ∈ C1(X, R). Moreover, Ψ′ : X → X∗ is a compact operator (see the proof of
Theorem 3.1 in [31]). Furthermore, similar to the proof of [39, Theorem 3.1], we can show that
Φ is sequentially weakly lower semicontinuous. Also, Φ′ : X → X∗ admits a continuous inverse
on X∗. Further, from Lemma 2, the functional Φ is coercive. Indeed, one has

Φ(u) ≥

n
∑

i=1

| cos(παi)|‖ui‖
2
αi

→ +∞,

as ‖u‖ → +∞. Moreover, we have Φ(0) = Ψ(0) = 0.
Clearly, the required hypothesis Φ(x̄) > r follows from (i) and the definition of Φ by choosing

x̄ = w. From (4) and (6), for every ui ∈ Eαi

0 we have

max
t∈[0,T ]

|ui(t)|
2 ≤ c‖ui‖

2
αi

,

for 1 ≤ i ≤ n. Hence

max
t∈[0,T ]

n
∑

i=1

|ui(t)|
2 ≤ c

n
∑

i=1

‖ui‖
2
αi

, (8)

for each u = (u1, u2, . . . , un) ∈ X. From Lemma 2, (6) and (8), for each r > 0 we obtain

Φ−1((−∞, r]) =

{

u = (u1, . . . , un) ∈ X : Φ(u) ≤ r

}

⊆

{

u = (u1, . . . , un) ∈ X :

n
∑

i=1

| cos(παi)|‖ui‖
2
αi

≤ r

}

⊆

{

u = (u1, . . . , un) ∈ X :
n

∑

i=1

| cos(παi)|
(Γ(αi))

2(2αi − 1)

T 2αi−1
‖ui‖

2
∞ ≤ r

}

⊆

{

u = (u1, . . . , un) ∈ X :
n

∑

i=1

| cos(παi)| · |ui(t)|
2 ≤ cr, for all t ∈ [0, T ]

}

.

Then,

sup
u∈Φ−1((−∞,r])

Ψ(u) = sup
u∈Φ−1((−∞,r])

∫ T

0

F (t, u1, . . . , un)dt

≤

∫ T

0

max
(x1,...,xn)∈K(cr)

F (t, x1, . . . , xn)dt.

Therefore, from the condition (ii), we have

sup
u∈Φ−1((−∞,r])

Ψ(u) ≤

∫ T

0

max
(x1,...,xn)∈K(cr)

F (t, x1, . . . , xn)dt

< r

∫ T

0
F (t, w1, . . . , wn)dt
∑n

i=1

‖wi‖2
αi

| cos(παi)|

≤ r

∫ T

0
F (t, w1, . . . , wn)dt

Φ(w)

= r
Ψ(w)

Φ(w)
,
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from which (a1) of Theorem 1 follows. Now, fixed λ ∈ Λ, due to (iii), we can find γ, ϑ ∈ R with

0 < γ <

∫ T

0
max

(x1,...,xn)∈K(cr)
F (t, x1, . . . , xn)dt

r

such that

cTF (t, x1, . . . , xn) ≤ γ
n

∑

i=1

|xi|
2| cos(παi)| + ϑ,

for all t ∈ [0, T ] and for all (x1, . . . , xn) ∈ R
n. Fixed (u1, . . . , un) ∈ X, bearing in mind (8), we

have

Φ(u) − λΨ(u) ≥
n

∑

i=1

| cos(παi)|‖ui‖
2
αi
− λ

∫ T

0

F (t, u1, . . . , un)dt

≥
n

∑

i=1

| cos(παi)|‖ui‖
2
αi
−

λγ

cT

n
∑

i=1

∫ T

0

| cos(παi)| · |ui(t)|
2dt −

λϑ

c

≥
n

∑

i=1

| cos(παi)|‖ui‖
2
αi
− λγ

n
∑

i=1

| cos(παi)|‖ui‖
2
αi
−

λϑ

c

≥






1 −

γr
∫ T

0
max

(x1,...,xn)∈K(cr)
F (t, x1, . . . , xn)dt







n
∑

i=1

| cos(παi)|‖ui‖
2
αi
−

λϑ

c
.

Thus
lim

‖u‖→+∞
(Φ(u) − λΨ(u)) = +∞,

i.e., Φ−λΨ is coercive. Now, all the hypotheses of Theorem 1 are satisfied. Also note that the
solutions of the equation Φ′(u) − λΨ′(u) = 0 are exactly the solutions of (1) (see [40]). Thus,
for each λ ∈ Λ, system (1) admits at least three solutions in X. 2

Example 1 Consider the system


















d

dt
(∆0.7u1(t)) = λFu1(t, u1(t), u2(t)) a.e. t ∈ [0, 1],

d

dt
(∆0.75u2(t)) = λFu2(t, u1(t), u2(t)) a.e. t ∈ [0, 1],

u1(0) = u2(0) = u1(1) = u2(1) = 0.

(9)

For all (t, x1, x2) ∈ [0, 1] × R
2, put

F (t, x1, x2) = t3











−
(

cos(0.7π)x2
1 + cos(0.75π)x2

2

)2

+2 (cos(0.7π)x2
1 + cos(0.75π)x2

2) cos(0.7π)x2
1 + cos(0.75π)x2

2 ≤ 1,

1 cos(0.7π)x2
1 + cos(0.75π)x2

2 > 1.

Clearly, F (t, 0, 0) = 0 for all t ∈ [0, 1]. With the aid of direct computation we have that
c ≈ 1.4837. By choosing, for instance, w1(t) = 1

2
(t5 − t10), w2(t) = 3(t5 − t10), r = 1

104 , and by
a simple calculation, we obtain that

‖w1‖
2
0.7 ≈ 0.0016, ‖w2‖

2
0.75 ≈ 0.0395.
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The conditions (i), (ii) and (iii) of Theorem 2 are satisfied. In fact,

−

∫ T

0

2
∑

i=1

c
0D

αi

t wi(t) ·
c
tD

αi

T wi(t)dt ≥ | cos(0.7π)|‖w1‖
2
0.7 + | cos(0.75π)|‖w2‖

2
0.75

≈ 0.0009 + 0.0279 ≈ 0.0288 >
1

104
= r,

and
∫ 1

0
max

(x1,x2)∈K(cr)
F (t, x1, x2)dt

r
=

c

2
≈ 0.7418

<

∫ 1

0
F (t, w1, w2)dt

∑2
i=1

‖wi‖2
αi

| cos(παi)|

≈ 17.0940.

Note that

lim sup
(|x1|,|x2|)→(+∞,+∞)

F (t, x1, x2)
∑2

i=1 | cos(παi)| · |xi|2
= 0 <

∫ 1

0
max

(x1,x2)∈K(cr)
F (t, x1, x2)dt

crT
=

1

2
,

uniformly with respect to t ∈ [0, 1]. Hence, Theorem 2 is applicable to system (9) for

λ ∈ [0.0585, 1.3480].

Next, we want to give a verifiable consequence of Theorem 2 for a fixed text function w.
For all 1 ≤ i ≤ n, set

Pαi
:=

16

T 2Γ2(2 − αi)







∫ T
4

0

t2−2αidt +

∫ 3T
4

T
4

[

t1−αi −

(

t−
T

4

)1−αi

]2

dt

+

∫ T

3T
4

[

t1−αi −

(

t −
T

4

)1−αi

+

(

t −
3T

4

)1−αi

]2

dt

}

,

∆ := min

{

| cos(παi)|Pαi
: for 1 ≤ i ≤ n

}

,

∆′ := max

{

Pαi

| cos(παi)|
: for 1 ≤ i ≤ n

}

.

Corollary 1 Assume that there exist positive constants h and d such that h
∆cn

< d2, and

(i) F (t, x1, . . . , xn) ≥ 0, for each (t, x1, . . . , xn) ∈
(

[0, T
4
] ∪ [ 3T

4
, T ]

)

× ([0, d])n;

(ii)

∫ T

0
max

(x1,...,xn)∈K(h)
F (t, x1, . . . , xn)dt

h
<

∫
3T
4

T
4

F (t, d, . . . , d)dt

nc∆′d2
;
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(iii) lim sup
(|x1|,...,|xn|)→(+∞,...,+∞)

sup
t∈[0,T ]

F (t, x1, . . . , xn)

∑n
i=1 | cos(παi)| · |xi|2

≤ 0.

Then, for each

λ ∈

]

n∆′d2

∫
3T
4

T
4

F (t, d, . . . , d)dt
,

h

c
∫ T

0
max

(x1,...,xn)∈K(h)
F (t, x1, . . . , xn)dt

[

,

system (1) admits at least three solutions in X.

Proof For d > 0, choose w(t) = (w1(t), . . . , wn(t)) for every t ∈ [0, T ] with

wi(t) :=







4d
T

t, t ∈ [0, T
4
),

d, t ∈ [T
4
, 3T

4
],

4d
T

(T − t), t ∈ (3T
4

, T ],

for 1 ≤ i ≤ n. Clearly wi(0) = wi(T ) = 0 and wi ∈ L2([0, T ], R) for 1 ≤ i ≤ n. A direct
calculation shows that

c
0D

αi

t wi(t) =































4d

TΓ(2 − αi)
t1−αi, t ∈ [0,

T

4
),

4d

TΓ(2 − αi)

(

t1−αi − (t−
T

4
)1−αi

)

, t ∈ [
T

4
,
3T

4
],

4d

TΓ(2 − αi)

(

t1−αi − (t−
T

4
)1−αi + (t−

3T

4
)1−αi

)

, t ∈ (
3T

4
, T ],

for 1 ≤ i ≤ n. Furthermore, c
0D

αi

t wi is continuous on [0, T ] and

∫ T

0

|c0D
αi

t wi(t)|
2dt =

16d2

T 2Γ2(2 − αi)







∫ T
4

0

t2−2αidt +

∫ 3T
4

T
4

[

t1−αi −

(

t −
T

4

)1−αi

]2

dt

+

∫ T

3T
4

[

t1−αi −

(

t−
T

4

)1−αi

+

(

t −
3T

4

)1−αi

]2

dt

}

= Pαi
d2,

for 1 ≤ i ≤ n. Thus, w ∈ X, and

‖wi‖
2
αi

=

∫ T

0

|c0D
αi

t wi(t)|
2dt = Pαi

d2,

for 1 ≤ i ≤ n. This and Lemma 2 imply that

Φ(w) = Φ(w1, . . . , wn) ≥
n

∑

i=1

| cos(πwi)|‖wi‖
2
αi

=
n

∑

i=1

| cos(παi)|Pαi
d2

≥ n∆d2.

(10)
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Similarly to (10) we have Φ(w) ≤ n∆′d2.
Let r = h

c
. From h

∆cn
< d2 we have

Φ(w) ≥ n∆d2 > n∆ ×
h

∆cn
= r,

which is (i) of Theorem 2.
On the other hand, by using assumption (j), we infer

Ψ(w) =

∫ T

0

F (t, w1(t), . . . , wn(t))dt

≥

∫ 3T
4

T
4

F (t, d, . . . , d)dt.

Moreover, by condition (jj) we have

∫ T

0
max

(x1,...,xn)∈K(cr)
F (t, x1, . . . , xn)dt

r
=

c
∫ T

0
max

(x1,...,xn)∈K(h)
F (t, x1, . . . , xn)dt

h

<

∫
3T
4

T
4

F (t, d, . . . , d)dt

n∆′d2

≤

∫ T

0
F (t, w1, . . . , wn))dt
∑n

i=1

‖wi‖2
αi

| cos(παi)|

,

which implies that (ii) is satisfied. Finally (jjj) implies (iii). Thus, all the assumptions of
Theorem 2 are satisfied and the proof is complete. 2

We now point out the following special case of 1 when F does not depend on t ∈ [0, T ].

Corollary 2 Let F : R
n → R be a C1-function, F (0, . . . , 0) = 0 and assume that there exist

positive constants h and d such that h
∆cn

< d2, and

(i) F (x1, . . . , xn) ≥ 0, for each (x1, . . . , xn) ∈ ([0, d])n;

(ii)
max

(x1,...,xn)∈K(h)
F (x1,...,xn)

h
< F (d,...,d)

2nc∆′d2 ;

(iii) lim sup
(|x1|,...,|xn|)→(+∞,...,+∞)

F (x1,...,xn)
Pn

i=1 | cos(παi)|·|xi|2
≤ 0.

Then, for each

λ ∈

]

2n∆′d2

TF (d, . . . , d)
,

h

cT max
(x1,...,xn)∈K(h)

F (x1, . . . , xn)

[

,

the system
{

d

dt
(∆αi

ui(t)) = λFui
(u1(t), . . . , un(t)) a.e. t ∈ [0, T ],

ui(0) = ui(T ) = 0,

admits at least three solutions in X.
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Proof The proof is similar to Corollary 1. 2

4 Conclusion

Based on a recent three critical points theorem obtained by Bonanno and Marano [32], we es-
tablished the existence of an open interval ]λ

′

, λ
′′

[ for each λ in the interval a class of two-point
fractional boundary value equations depending on λ admits at least three solutions. Also, an
example was presented to illustrate the results.
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